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1 Preface

This document is the final report of the AcKnowNet project. In AcKnowNet, a new kind of knowledge system was prototypically built, a demo system that – with a pre-configurable knowledge model – can analyse texts in a specific knowledge domain and augment the knowledge model with the new information it extracts from the text. The knowledge model not only serves to analyse the texts, but is also used for reasoning in order to assist the diversified users’ information needs. 

1.1 About AcKnowNet

AcKnowNet is a Research, Technology & Development (RTD) project in the EC Information Society Technologies (IST) program under the Fifth Framework. 

It comprises a feasibility study for the Dynamic Activation of Knowledge paradigm.

The AcKnowNet consortium includes:
· CognIT A.S., Norway 

· DFKI - the German Research Center For Artificial Intelligence 

· Munich Re, Germany 

· Tupai (Israel) Ltd., Israel 

The feasibility study was conducted between November 2001 and April 2002.

1.2 About Dynamic Activation of Knowledge 

The vision of the Active Knowledge paradigm is to bring knowledge alive and make it active in the service of the organisation. 
The business and social knowledge of enterprises, as well as the knowledge of individual experts, is becoming the most important and valuable resource in a world of greater transparency, global competition and ever narrowing margins. The era of e-Work and e-Commerce offers new opportunities for the exploitation of this resource for the benefits of individuals, enterprises and society, but also poses new technological challenges as to the utilisation of this elusive asset. Contemporary approaches to technical support of Knowledge Management focus on information storage and retrieval aspects, leaving aside more ambitious visions of knowledge processing. The methods used to automate knowledge, such as expert systems or artificial neural networks, attempt to convert knowledge into a form suitable to their method of operation, limiting the flexibility in the process. The human mind, however, has the capability to operate on knowledge, to derive new knowledge, to adapt its knowledge to new situations, and to act according to the subtle requirements of current situations. Active knowledge will emulate some of the capabilities of human knowledge handling in the automation of the capture, marshalling and deployment of knowledge.

The project introduces a new platform that will transform knowledge into an active, functional asset ready to be shared, integrated and traded, ready to power an unlimited number of applications as well as new knowledge trading businesses in areas as diverse as e-Commerce, Customer Relationship Management, Insurance, Finance, Telecommunications, Aerospace, Health and many more. The platform will also empower organisations to share their knowledge among their distributed departments and branches, enable the development of a new line of services, and usher in a new breed of consulting services.

1.3 General Objectives and Goals

The objective of the proposed project is to develop a software device that can integrate knowledge from widely disparate sources, represent it in a consistent and active form, and make it available for deployment in multiple applications. By using a single, consistent and uniform environment, the proposed solution will enable pieces of knowledge arriving from different domains, and expressed in different forms, to interact with and enrich each other.

Specifically, a software object will be created which can hold the following forms of knowledge in a common integrated form:

· Analytic – typified by value passing structures

· Experiential – typified by learning from data

· Topological – organisational structure

· Knowledge best captured in semantic nets

· New concepts with initially unknown relevance introduced in free form text

The project will focus on knowledge relevant to areas of current interest, specifically

· e-Commerce

· e-Work

· Dynamic networked organisations

· Dynamic value constellations

· Smart organisations

The objectives consist of the development and construction of the software object and its validation for the five different organisation types using the four types of knowledge listed above both separately and integrated. 

The project proposes to develop and validate an innovative  “Active Knowledge Networks” solution for the capture, integration, management and deployment of knowledge.  The solution will use a consistent active mechanism for all phases and for all types of knowledge.  

1.4 About AKN – Technical Perspective

Tupai’s eCognition software realizes the knowledge representation core of the AcKnowNet system. eCognition is a software tool implementing a specific kind of semantic networks, so-called ”Active Knowledge Networks”, AKN. 

The overall approach of the system is the formalization of knowledge that is only partly or implicitly known in an application scenario. The characteristic of the eCognition approach is the use of a network-based knowledge representation formalism with a propagation-oriented processing which shall allow

· efficient reasoning for using the knowledge and for finding deficiencies of the currently acquired knowledge (automated reasoning), and

· easy modification and partly automatic adoption of the acquired knowledge in order to overcome detected deficiencies (knowledge representation).

To better assess the possibilities and limitations of this knowledge representation and processing paradigm we identify several technologies and approaches which offer comparable capabilities in several aspects. It shows that the AcKnowNet approach integrates concepts from a wide variety of relevant technologies in a comprehensive way. 
1.4.1 AKN from the constraint system view

The definition of relations between objects and the propagation of values to satisfy these relations is a knowledge representation and processing approach well-known from constraint reasoning. A comparison of constraint systems in general with the active knowledge networks shows similarities and differences:

In AKN, constraint relations are instances of an (extendible) set of classes with which a local propagation method is chosen. A relation can evaluate a number of input variables and set a number of output variables. Due to this view, instead of relation, they are called operator.  

The motivation for implementing AKN is to represent knowledge in a ”universal, dynamic and multi-purpose form” so that the knowledge can be utilised in many different ways. Constraints are one very popular approach to this. Thus for the AKN the constraint paradigm was simply extended with (non-trivial) add-ons. 

Both paradigms can be viewed as a graph / network of variables interconnected by a set of relations (constraints in CLP or operators in AKN). One add-on of AKN is in the inferencing, i.e. the propagation logistics. 

AKN represent knowledge (and constraints as part of the knowledge) as explicit objects: variables, operators and links. Conventional constraint systems are typically embedded in a programming framework (for example a Prolog program in CLP, or C/C++ program in ILOG) and rely on the concept of a constraints store [32] to exchange control between the underlying sequential processing mechanism (a Prolog interpreter, or a program) and the asynchronous processing implied by constraint handlers. With these systems the  constraint store is managed and manipulated by an external resolution / unification mechanism. 

In contrast the AKN paradigm does not introduce a conceptual separation between operators (constraints) and other entities such as variables or links (arcs) – all of them are explicit objects and interact in an autonomous fashion. Apart from a generic network traversal mechanism, which queues and updates values on links (arcs) on behalf of operators, all other logic and control of the model is embedded in the operators. 

The scheduling of operators and the propagation of changes is not part of an external resolution mechanism but is the consequence of updating the links that the operators are connected to. 

One of the big advantages of this explicit representation of network components is the possibility of autonomous model parts. They represent a knowledge chunk and are able to reason with it. Also they can be plugged together with other chunks and let their results flow into larger reasoning processes. 

As a result of the first AcKnowNet design review in March 2002, the comparison of active knowledge networks and constraint systems has been discussed in more detail. The answer to specific questions in this ongoing discussion is given in Appendix 1. 

1.4.2 AKN from the Graphical programming view

The results of human work with computer systems (as soon as they are not trivial), crucially depends on the interface between human and system. Because the human visual system is very efficient for interaction and thinking support, a part of the computer science discipline of ”Human Computer Interfaces” is specifically concerned with the programming of computers with the support of visualization. 

The web-page http://www-alt.pasteur.fr/~letondal/These/links-ihm.html collects a number of relevant links, the most relevant of which are to be found in the section: End-User Programming/Visual Programming. 

eCognition AKN comes with a user interface that visualizes the variables, their value status and the interrelations imposed on them. Interestingly, the purpose of the visual interface of eCognition is not only to edit the knowledge. It is also the basic facility (as long as no specialized visualization interface is implemented for specific models, e.g. GUI specifically for earthquake probability knowledge) to reason with a knowledge model or a part of a model, i.e. to set values and see the consequences.  

Thus, eCognition implements a certain graphical programming approach, where the direct, visually oriented manipulation of objects on the screen reflects the human way of thinking in terms of objects and relations. The result of such manipulation is the modification of the network structures and consequently a modified system behaviour. Although the concrete system realization sometimes suffers from complex technical details which cloud the direct mapping to human thought processes, the principal benefit of the graphical programming vision remains visible.

1.4.3 AKN from the Simulation software view

A large field of computer applications is called the discipline of simulation: computer based models of the real world and systems are used to reason and generally learn about them or support specific decisions. (”Since the early 1960's, Simulation has been one of many methods used to aid strategic decision making within industry.” [http://www.solutionsbase.co.uk/simulation/simulation.htm]) 

This is also a valid description of the way eCognition can be used. E.g. in the feasibility study it is used to model real world knowledge about earthquakes. Together with some more knowledge, about statistical building values, distributions, economical parameters, it enables human decisionmakers to ”simulate” the consequences of an earthquake and assess the possible losses. 

The web-page http://www.idsia.ch/~andrea/simtools.html provides a comprehensive list of available tools. The Ptolemy project (http://ptolemy.eecs.berkeley.edu/) provides elaborated publications on issues in simulation problems/systems, for example a framework for their comparison and classification. (Though this would have been very interesting, the application of the framework to eCognition would have largely exceeded the frame of the AcKnowNet feasibility study.) 

Not surprisingly simulation software often features visualization. But though, interestingly, there does not seem to be a perceptible, close relationship between the areas of visual programming and simulation. 

1.4.4 AKN from the OODBMS view

Object oriented database management systems (OODBMS) can be viewed as systems which allow to be configured (by programming the OO-database scheme) to accept object values and actively react to them. A simple, realistic example is the recalculation of a number of values on the change of one other value. (Comprehensive resources to be found: http://www.darmstadt.gmd.de/oasys/reports/) 

With a (possibly large) network of differently typed data values and a mechanism for their automatic update as a reaction to certain changing input (a new query as well as a changing value) an OODBMS can represent earthquake knowledge and reason with it – rather similar to eCognition. 

Admittedly, the practical realization might be different. Most of the OODBMS will not come with a well suited library of classes with which it is simple to implement the values and their interdependencies. 

1.4.5 AKN as a Library of “design patterns”  

Computer programs are different from each other, but were found to be constructed of building blocks, which appear again and again, only slightly varied. The web-site http://www.csupomona.edu/~cis/uml/gamma.htm gives a brief introduction to the work of Erich Gamma who coined the concept of ”design pattern” about 10 years ago. Nowadays design patterns are in widespread use in Software Engineering and the like (their original roots are in architectural design). 

The operators in eCognition can be regarded as design patterns. Besides simple operators which do not particularly remind design patterns, there are more complicated operators which connect to many variables and which seem well suited for specific kinds of purposes and thus remind one of design patterns: they ”sense” many input values, some of which qualitatively affect the functioning of the operator, like a logical trigger signal, and some of which are arithmetically accumulated to produce output values, and also to control other operators. HISTOGRAM is perhaps a good, simple and self-explanatory example for such an operator (and actually, it can also be controlled, i.e. switched on and off, by setting and unsetting an input variable). 

In this view eCognition can be regarded as a toolbox or library of operators. An application is constructed by instantiating a number of operators and connecting them to each other. 

1.4.6 AKN from the PSM view

„Ontologies and problem-solving methods are promising candidates for reuse in Knowledge Engineering. Ontologies define domain knowledge at a generic level, while problem-solving methods specify generic reasoning knowledge.“ This is cited from V. Richard Benjamins and Asuncion Gomez Perez,  „Knowledge-System Technology: Ontologies and Problem-Solving Methods“. This paper is available from the home-page of Richard Benjamins http://www.swi.psy.uva.nl/usr/richard/home.html.  Though not perfectly up to date, this web-site seems still a very valuable resource for Problem Solving Methods. 

„Problem-solving methods (PSMs) describe the reasoning process of a knowledge-based system in an implementation- and domain-independent manner. A PSM defines a way of how to achieve the goal of a task. It has inputs and outputs and may decompose a task into subtasks. In addition, a PSM specifies the data flow between its subtasks. Control knowledge determines the execution order and iterations of the subtasks of a PSM.“

1.4.7 Combination with text analysis

One central point of the AcKnowNet approach is the integration  of text analysis components as a means of automatic knowledge acquisition and the integration of active knowledge networks in the text analysis process as a means of  making information extraction more precise by employing represented domain knowledge.

Motivation

“We believe that the critical impediment to building intelligent computer systems is our inability to get information into the machine. The need for a ``knowledge engineering priesthood'' represents a ``language to knowledge'' bottleneck which precludes a rapid response to changing geographical, political and technological issues. 

We believe that we can make it possible to populate new knowledge bases rapidly, accurately and completely, by allowing subject matter experts to bypass the ``knowledge engineering priesthood'' and to build knowledge bases directly, using normal means of communication such as spoken and written natural language and sketching. 

We propose to eliminate the ``language to knowledge'' bottleneck. […]”

(Source: Boris Katz, http://reliant.teknowledge.com/RKF/proposals/MIT/MITproposal2.html)

Benefit/result

The project demonstrator is centered around an earthquake knowledge model which contains analytical knowledge for capturing the characteristics of an earthquake event at a specific location (the earthquake epicenter) and mapping them to estimated damage of buildings at a different location. The model takes into account attenuation calculations, soil conditions, building types and resonance effects between the earthquake spectral frequency and a building’s natural frequencies. The model is fed with free text documents from a sample of Lloyd’s reports. The documents are retrieved and analysed by CORPORUM and submitted to the AKN for the purpose of updating a predictive sub-model, which is responsible for estimating damage at a specified location. 

An early analysis of the two technologies had pointed to a promising match, where CORPORUM provides the capabilities to search and analyse documents for the purpose of selecting the appropriate documents that will be imported by the knowledge model.

The selected documents are further processed by a special extension of CORPORUM for the purpose of information extraction, where identified pieces of information in the free text are converted into a structured XML message. 

A further analysis of the documents and the required output has pointed to the need for a deeper parsing process where disambiguation of the XML attributes and the original text will take place. In order to fulfill this required functionality, an additional mechanism was established for a detailed, context based NLP. This approach is based on a corpus based part-of-speech tagger (CLAWS), whose outputs are further analysed and disambiguated using a close interaction between the knowledge model and the tagger’s output. The tagged words are assembled into higher semantic structures through a dynamic interaction between the knowledge model and the NLP parser. This is where constraint reasoning per se is employed, and plays a crucial role. 

In all other activities of the demonstrator knowledge model, constraint reasoning does not play a significant role, instead the knowledge network operates mainly as a data flow model, where stochastic knowledge plays a major role in transforming interconnected pieces of knowledge from textual / numerical form into an analytical and / or probabilistic form.

The semantic structures now take a different form from what was originally envisaged. Semantic structures have to be constructed through interaction with the knowledge model, so that for the interpretation the prior contextual knowledge in the model can be used. The structure’s components thus need to move into eCognition early in the process. 

A contextual semantic structure is constructed as a result of the interaction between those components and the domain knowledge. Alternative structures and alternative configurations may be tried until one configuration proves to be more appropriate. This interaction involves constraint reasoning, that determines the final form of the generated structure with its connections to other parts of the model. 

1.5 Technologies

AcKnowNet relies on the integration of three technologies:

CORPORUM by CognIT
CORPORUM is the name of a new type of intelligent text analysis software produced by CognIT. The central component is an intelligent content analysis engine called Mímír – named after a drinking-well in Norse mythology that bestowed great knowledge upon those who drank from it. Mímír has an outstanding ability to interpret and analyse the semantic nature of texts and to export the generated knowledge in a variety of formats. For further information visit CognIT’s site at www.cognit.com.

eCognition by Tupai
eCognition is an innovative knowledge handling platform based on Tupai’s unique technology, Active Knowledge Networks (AKN). AKN is a new computation model where a computing machine is assembled progressively and dynamically from pieces of logic. Knowledge is stored in the computer’s memory as a network of explicit, interconnected active entities (operators, variables and links) that influence each other in any direction by exchanging messages. Every entity can have unlimited number of connections and can be influenced simultaneously by many other entities, enabling holistic reasoning where everything relevant is taken into consideration.  For further information please visit Tupai’s site at www.tupaisystems.co.il. Also, Appendix 3 of this document includes a technical overview of AKN.

CLAWS by UCREL

Part-of-speech (POS) tagging, also called grammatical tagging, is the commonest form of corpus annotation, and was the first form of annotation to be developed by UCREL at Lancaster. Its POS tagging software for English text, CLAWS (the Constituent Likelihood Automatic Word-tagging System), has been continuously developed since the early 1980s. The latest version of the tagger, CLAWS4, was used to POS tag around 100 million words of the British National Corpus (BNC). For further information please visit the CLAWS site at www.comp.lancs.ac.uk/computing/research/ucrel/claws/.

1.6 Feasibility Study Objectives and Goals 

The IST, in its evaluation of the AcKnowNet project, considered that it has “Very high innovation level with groundbreaking potentials with corresponding high risk”, identifying the project’ s technological innovation as the main source of risk (“basic research, new field”).

The goal of this feasibility study is to reduce the project’ s perceived risk level by studying a sample application and demonstrating AcKnowNet’ s applicability.

The objective of this project is to conceptually implement a basic active knowledge model in a specific area and

o show how it can be used to represent knowledge

o explore and show how the model can be enriched by the capture of additional knowledge

o show that the technology and paradigm are available to support the AcKnowNet project

1.7 Method

The consortium chose to show AcKnowNET’s feasibility by implementing a prototype based on a real life business scenario, where the most challenging and risky aspects are covered – the modeling of heterogeneous knowledge in a comprehensive knowledge model, and the automatic update of this knowledge by new information extracted from free text documents.

Munich Re provided the business environment – Earthquake risk model in the context of reinsurance.

2 The Feasibility Study Scenario

At MunichRe, a market leader in global reinsurance, at present 10-20 underwriters in the headquarters and worldwide continuously assess reinsurance offers using a software accessing a heterogeneous set of databases. These databases together implement a knowledge model of natural hazards, and are set up and maintained by 10-20 geo-risk experts. The number of users will increase substantially in future.
2.1 Reinsurance at MunichRe

Knowledge is an important virtue in the insurance business. To master a balance between revenues (premium income) and expenses (claims settlement) a prominent precondition – besides theoretical, scientific knowledge – is experience, i.e. knowledge about past loss events, their damage patterns and their costs. Now, of course a collection of event data is not yet applicable knowledge. To have knowledge about the events truly means to have digested and condensed the event data and have it prepared and made available in a form to use it for decisions/actions. Processing these data and the pertinent experience requires a significant effort. 

Managing the high risks from natural disasters, is complex – it requires the cooperation of four groups of stakeholders: the insured persons or entities, the primary insurers, the (international) reinsurers and the state (c.f. “wicked problem” [reference]). The role of insurance in a holistic risk management framework goes beyond the “classical” perception of pure risk financing. The keyword is risk sharing, i.e. distributing the risk on several shoulders, and spreading the very big risks globally. With knowledge represented in the classical database paradigms this is hard to manage.  

Reinsurance contracts can be  divided into two main types: “treaties” where the basic portion of  large bundles of policies  written by  primary insurers are reinsured, and special add-on “facultative” contracts for large single risks. As treaties cover a large number of objects, their risk can be  assessed statistically (relying on the "rule of large numbers"). The  risk calculation requires sophisticated "risk models" which integrate data and information on the hazard, the vulnerability and the distribution of insured objects per region and risk-type. These models are not easy to handle, and are therefore not suitable for handling the high number of offers made for standard facultative covers. Thus, those are mostly assessed by use of  simpler spreadsheet type calculations. Only complex multi-location facultative risks are calculated with the sophisticated "risk models". The spread spectrum, complex interdependencies that characterize the application of the knowledge, again make the classical database paradigm a burden. (Anmerkung: Den Satz habe ich nicht verstanden)

Every single underwriting decision can comprise great values. There should be no doubt about how important it is to have knowledge available and to assure it is high quality. 

In short, it is needed to support the usage and the continuous maintenance of an expert knowledge base. A clear need for tool support is perceptible. Tools for the basic problems of risk assessment have already been developed and a team of experts is in charge of  maintaining manually the covered knowledge databases and the software for its access. In so far, the sketched scenario is a typical scenario for Knowledge Management. 

But this scenario comprises challenges unsolved as yet : closing systematic gaps between different types of knowledge, the development of the knowledge, the necessary immediate access for the knowledge-responsible experts and the access for decision-makers by means of evaluation support tools The challenges arise in the context of the details of the conscious and unconscious knowledge usage. The first and very important step therefore is the analysis of how such organizations work in detail. 

This section analyzes the specific requirements of the scenario at hand. Then it develops a solution, which is based on the combination of seminal technologies available in two systems, namely CORPORUM from CognIT, Norway, and eCognition from Tupai, Israel. 

The scenario at MunichRe seems to be specific and individual, but is unanimously interpreted by the project members as a template, which is representative for a whole class of scenarios. These are those scenarios that do not come with a natural starting point for management and that show a (yet untamable) living mixture of knowledge types and fragments. The currently known knowledge management culture cannot address these scenarios yet. 

At MunichRe we found the will have to try new approaches and consciously assess and approve their potential. The high amounts that MunichRe decision-makers have to deal with result in a high sensitivity towards a new approach, in a negative and a positive sense. 

2.2 Scenario: problems and opportunities

The CommonKADS methodology is our main motivation to center our activity around the analysis of the scenario. CommonKADS also recommends to start with a short and condensed view on the problems and respective opportunities. 

Currently at MunichRe the available knowledge is spread over several databases. This knowledge can be accessed worldwide by a sophisticated software front-end by knowledge users for treaties. The databases are also the basis for simpler tools and manual-accessible expert-tailored spreadsheets for individual facultative risks. 

2.2.1 Problems

The current situation has drawbacks: 

1. Updating and extending Knowledge is complicated and time consuming (a new country-module, e.g. for Switzerland, costs about 1 month of an expert). All knowledge in the model must be handcrafted for the respective purposes. 

2. To overview and to assess the knowledge is awkward. Especially, there is no support for the evaluation of data about new events and their comparison to the current knowledge. 

3. The calculation of complex treaty offers takes a lot of time. The system needs up to several minutes for calculations. It requires the time consuming typing of many input parameters into a complex user interface. 

4. Facultative risks are calculated by the experts only and with simpler information from spreadsheets, ignoring potentially available information, due to the monolithic, complicated, slow operation of the full-fledged risk model. 

One consequence of these disadvantages is that revisions of model parts are only set on after strong indications that they might be outdated. Except for Japan and the US, whose models are updated almost continuously, other countries’ models are updated sometimes after up to 10 years only. Due to the crucial quality and timeliness of the model knowledge there is a strong quest for improvement.

2.2.2 Opportunities

It is desired to enable a more efficient update and extension of the domain coverage of the system and to strongly enhance the usability. The system should help improve quality and at the same time help save time. This comprises three different aspects, which need to be addressed for support:

1. Search for new, related information (where “new, related” implies: the system must be kind of aware of the knowledge state in the current model). 

2. Inspection of new information (in comparison to the current state of theories and data).

3. Access of the current knowledge (i) as is, as well as (ii) for its usage for decisions, i.e. the assessment of business offers. 

For different reasons both, we –the technology researchers– as well as the experts, want the information inspection to be semi-automatic.  We suspect a fully automatic inspection to be AI-complete, i.e. it would require the computer to be intelligent. The experts are responsible for all the decisions based on the information, which imply sometimes very high sums. Thus they want to scrutinize the information, play with it and test it, to acquire a feeling for its quality and find out how much it can be trusted. 

One important topic at the heart of all the above issues is the representation of the knowledge. The representation must support all these different requirements. The handmade tailoring of database tables for each purpose must be overcome.

2.3 Processes and tasks

This section elaborates on the processes and tasks that the people who work with the knowledge are executing. Also the required knowledge is analyzed to derive the conditions for improved tool support. The last part of this section, about knowledge acquisition can probably be regarded as leading to the most elaborate view on the issues. 

Handling the  standard business requires to make risk knowledge available to underwriters and decision-makers. They  use it for the calculation of the assessment of probable maximum losses ("PML's") and risk commensurate prices. This knowledge and the relevant software is maintained by a team of hazard experts: the Geo Risks Research group at Munich Re consists of 15 experts (experts for the respective perils, i.e. geologists, geophysicists, meteorologists, hydrologists, geo-computerscientists) and acts as an independent department within the business unit CUGC (Corporate Underwriting/Global Clients). The group consults underwriters and decision-makers on all natural hazard related problems. 

The Geo Risks Research group provides three information services: 

· the CatPMLService – a comprehensive tool with which underwriters can semi-automatically calculate risks for so-called “treaties”, based on the risk models for earthquake, flood and windstorm. 

· the NatCatExpertise – tailor-made risk assessment, "handmade" by experts, who use a couple of more coarse tools abstracted from the risk models, for risks offered for facultative reinsurance contracts. 

· the NatCatService – a unique database collection for natural disasters worldwide, as a service to experts as a dictionary of event data (also a basis for checking the plausibility of the risk models).

This distinction simply reflects a practical necessity. Different knowledge, tools and people are needed for different kinds of reinsurance contracts. Object types (dwellings, commercial, industrial) differ in terms of number and value and are handled in different ways in natural perils insurance: 

1. No reinsurance: Low value objects (dwellings) are mainly kept in the retention of the primary insurer. 

2. Proportional treaty: For medium values (commercial) the retention is supplemented by ceding the exceeding amount to proportional reinsurance treaties, which cover a large number of risks. 

3. Non-proportional treaty: In addition where the individual per risk retentions kept by the primary insurers add up to high values (and, in consequence, to high potential losses in natural disasters because they affect many risks at the same time), these accumulated retentions are separately covered in so-called catastrophe excess of loss ("Cat XL") treaties. 

4. Facultative reinsurance: High-value objects like large industrial facilities need in addition facultative reinsurance contracted on a per risk basis, as the capacity provided by proportional reinsurance is not sufficient for such large risks.  

Thus there are two main types of reinsurance contracts: “treaties” that reinsure large bundles of contracts of primary insurers, and special add-on “facultative” contracts for large single risks. 

Treaties cover a large number of objects, and their risk is assessed statistically (relying on the "rule of large numbers"). Their calculation requires sophisticated "risk models" which integrate data and information on the hazard, the vulnerability and distribution of insured objects per region and risk type. These models are not easy to handle, and are therefore not suitable for assessing the high number of requests for standard facultative risks. Thus, those are mostly calculated with simpler spreadsheet type calculations. Only seldom, complex multi-location facultative risks are calculated with the sophisticated "risk models". (Anmerkung: wörtliche Wiederholung eines früheren Absatzes)
Treaties are smaller in number but the sums insured and the potential losses are much higher. Usually treaties are re-calculated and re-negotiated once a year. Facultative risks appear on a daily basis.

2.4 Earthquake modeling 

For simplicity, we will mainly focus on earthquake-related knowledge. But still one has to be alert and conscious because of the different types and fragments of earthquake knowledge and its sudden impacts on the accompanying knowledge. A new event is usually not a strong information but could, via combination with other believed facts, turn out to be the basis for a shift in the very basic analytic knowledge. This characteristic is one reason that this domain is so challenging, and that it resembles other unsolved scenarios, who can thus profit from the results of this paper. 

Insurance risk models are constructed per region . There are separate modules for different countries and also subdivisions within some countries. For example, there are five different regional modules for Australia and two for Canada (Eastern and Western). 

The regional formulas for the attenuation of seismic intensity are calculated from empirical data for the different countries / regions. They reflect for instance (among other things) locally different sources of earthquakes (type of faults etc.) and geological conditions. All in all, the attenuation knowledge alone condenses various aspects of the statistical data, including: 

· Attenuation plots and regression parameters

· Sub-soil conditions

· Geological/seismotectonic environment

The same applies to the vulnerability aspect which reflects

· Building codes

· Historical loss experience 

· Distribution of risk for specific clients 

· Information reflecting construction practice and regulations
2.5 Standard knowledge usage

For every single offer (of a reinsurance treaty) the underwriters have to enter many data into the system, either manually or by file transfer. Basically the regional distribution and the type of the portfolio (commercial, industrial, residential, or mixed) are the categories to assess the range of probable maximum losses, PML, with the model, and to decide whether to insure and exactly to which rates and conditions. 

Task 1: knowledge using – type “underwriter”: the knowledge must be readily applied (by the system) to the specific contract  There must be a front-end to accept the available input data, and a back-end, which accesses the knowledge and applies it to these data. Also, the results shall be complemented by additional information, some explanation, how the results were found. (``Berlin is hazard zone level 2. Berlin is urbanization zone 5. It follows that....'')

Task 2: knowledge- and contract- quality assessing - type ``super user'': the underwriters do not only work with hazard knowledge, but also have to overview the loss accumulation risk. If a cap is reached for a region, no further transactions are allowed in this region. This requires a revision  of the cap and/or the PML, i.e. the model. 

· For a region it is wanted to check the portfolio distribution, whether there is a detrimental concentration of risk.

The results of such assessments are messages to the experts to reconsider the risk assessments in combination with changed economic trends, and if possible to update the models. 
2.6 Individual expertise

For facultative risk contracts, the 3 earthquake experts alone have to prepare an additional of 150 to 200 individual advisory expertises every year. They refer not only to  high-risk, non-standard objects but often also to specifics like non-standard object-locations (e.g. Alma Ata). On average they cost between an hour and a whole day for one expert to prepare. A complete expertise mostly requires the evaluation by a number of experts from different hazard types such as earthquake, flood, windstorm etc. 

The experts use kinds of spreadsheets to base their calculations upon. There are tools, which classify locations via zones into five levels of hazard, and countries into four classes of construction quality (and thus vulnerability). These calculations are thus not as detailed and precise as the calculations with the risk-models. Also there is no automatic workflow, but the expert has to note intermediate results and know how to interpret and decide what to do next with them. 

The reason to accept such reduced precision is to trade reduced calculation time for it, because the risk-model requires lots of input parameters, takes several minutes to compute and has also not been designed for treating single risks. 

Task 3: Knowledge use – User type “Expert”: 

(related to Task 4 in the following subsection)

2.7 Further knowledge use

Complementing these main processes the experts also have to teach the knowledge state-of-the-art. Around 200 talks are presented at internal and external seminars and comparable events every year. New expert team members are coached individually. 

The company supports the effort of individual experts to publish their professionally gained information, if this facilitates the public knowledge about generally underestimated risks. One example is data about possible damages in Germany caused by earthquakes, which used to be underestimated in the public opinion. 

A precondition for  these activities obviously is to know the currently agreed state of knowledge. Presupposed the model is up to date, this state of knowledge is represented in the model. Then it is only necessary to get the knowledge from the model, thus provide a browser.

Task 4: knowledge ``overviewing'': 

Here the focus is on the necessity to overview the knowledge. The knowledge searcher which was already mentioned, also has to have an overview, but more on  a coarser level. 

1. knowledge quality assessor type ``expert'' (``revision triggerer'') 
2. expertise writer, coach (team internal, company internal, external) 
2.8 Standard knowledge acquisition

The Geo Risks Research group experts are responsible for the construction and maintenance, thus availability and quality, of the knowledge model. 3 experts are responsible for the earthquake model; i.e. seismological and geological data, and vulnerability or loss data. Thus the experts are always vigilant to find new relevant information. They read and browse internal event DBs, incoming new event data, e.g. the worldwide incident news ticker (Lloyds list), locations in the internet (known or yet unknown), as well as a number of periodicals. Additionally, they travel to scientific conferences (3-5 per year) and of course watch the public media. The number of sources has significantly grown throughout the last decade. Additionally, on specific projects or model revisions, it is not unusual to search for and order articles from libraries and to ask primary insurers for collections of data about damages caused by recorded events. 

2.9 Problem

Knowledge acquisition is different from simply adding new knowledge items to the knowledge base. Let us focus on the knowledge structure that the experts maintain at MunichRe:

1. Collection of events (earthquakes etc.)

2. Collection of seismological data

3. Collection of loss/vulnerability data

4. Fine grained comprehensive natural hazard risk model tables

5. Coarser grained hazard risk model tables

6. Other constraint knowledge, mainly characterized as economic (sometimes in the literature referred to as “business rules”)

At a closer look this structure has further rich internal structures. The knowledge is diverse: from scientific/theoretical to empirical/statistical and in larger or smaller pieces, which must be fitted together, like a huge puzzle. 

1. Seismological data: magnitudes, i.e. cumulative frequencies

a. focal parameters: magnitude, depth, epicentral coordinates, length of rupture, (earthquake catalogues), 

b. magnitude statistics, earthquake sources, intensity attenuation facts, intensity fields of previous quakes (perhaps historic quakes):  literature research, internet; -- library orders

2. loss statistics: queries to insurance companies (loss data)

3. vulnerability curves (literature, internet..)

2.10 Basic Strategy

New knowledge is most often to be derived from empirical data. Models are updated mainly based on statistical data related to hazard conditions, sub-soil conditions and new measurements or findings. These updates are based on published scientific reports. Such reports are rather frequent, and contain detailed research findings on earthquake faults, tectonic movements, sub-soil conditions and multiple measurements of seismological phenomena. These are long and detailed documents (sometime span across tens of pages), containing a lot of information, which require deep expert knowledge to be interpreted. For example, the issue of different measurement units such Mw, Ml, mb, and others, require re-conciliation with other pieces of information and imply a certain method of measurement. Sometimes only a set of several different measurements methods together can be relied on. Extracting the relevant information out of these documents is an elaborative process and requires cross referencing with other sources. Typically 2 – 3 sources, sometimes up to 10 different scientific sources, have to be considered in parallel. 

The update of a model might lead to the update of sub-models where new findings affect their validity or accuracy. It requires an expert and intimate knowledge of the models in order to identify which components have to be updated and in what way. Changes in certain data almost by default affect multiple components, such as finding a new earthquake producing fault. The identification of a new fault is not always explicit and is the result of an expert assessment.

Since significant earthquakes are rare, every larger event even in a remote part of the globe is significant, and local reports and measurements about those events are very valuable not only in the local context. Thus, event information is classified and stored also for countries, which are not currently insured, and models must be updated with those data that one can get hold of, which is often not comprehensive, but only a part. 

Also, one is always alert to improve in finding as much information as possible. Valuable information can be available, but for example published in relatively remote sources. E.g. it happens that articles published in Spanish in Latin-America are very valuable. 

The most time-consuming work in model updating is the statistical evaluation of earthquake frequencies. Depending on the country, this must be performed for 10 -300 earthquake source zones. For their tailoring many test runs are necessary. Every new reported event provides data, which either support or even enhance the modeled knowledge or which contradict it, statistically, and require, i.e. allow to rethink the currently hypothesized truth. Scientists may also publish readily interpreted, condensed and proven new insights. Whenever an expert becomes aware of such new theoretical work (e.g. about intensity attenuation), he also needs to “play” with the theories. The curves implied by the new theory must be compared to the present ones. It must be tried out, whether with the new curves the approximation of known and observable facts can be improved. 

Changes to the logic of the models are less frequent but unavoidable at some stages. Those changes are performed with great care, and are not attempted on a regular basis.
2.11 Event database

The event database is later a manageable target for a very innovative approach: to let Lloyds list reports be read and evaluated automatically by a system component capable of NLP. 

Lloyds list reports are used in Munich-Re as a source for statistical / historical data. They are stored in a special events database as text records, and are manually examined and indexed by an expert. The indexing into the database requires an expert analysis of the document. Not all items end up in the database. The selection criteria for events that are logged in the events data-base is based on: 

· Whether the event can be recognized as already known and providing new data (which then have to be synchronized).

· Whether it is related to other phenomena, especially volcanic activity

· Whether the event is “unusual” – that is, whether its characteristics are “anomalous”, and represent a significant deviation from the “expectations”.

· The size of the event 

· The level of damage 

Events are only logged after careful evaluation. If the event can be related to events that already exist in the database, a careful examination of the new information is required with regard to the information currently known. Sometimes damage figures change dramatically over time. This process requires deep expert’s knowledge in order to handle inconsistent and dynamically changing information. The indexing also requires extraction of certain features of the event. The identification of anomalies is not trivial at all. 

Task 5: knowledge searching (home, traveling): To search for new information requires to have an idea and overview of what information is already there. Then it requires to search through many data and single out those data which a) are related to what is known and b) add new aspects. 

Task 6: knowledge digesting: software engineer, knowledge engineer: Make sense out of the new knowledge and enter it into the system. 

2.12 Knowledge (for the tasks)

Information to trigger model update: 

1. bad knowledge state: strong feeling/new data, that current risk estimation is too low (e.g. new insights about higher seismicity in Australia) 

2. good input data: changes in insured portfolios and/or insurance conditions 

3. third party data: reaching a limit of signed contracts. I.e. of the loss potential arising from them in an area

Earthquake hazard knowledge generally (currently) has the following structure: 

1. probability of occurrence

2. hazard: intensity, distance

3. reaction of objects, vulnerability

3 Prototype Design 

3.1 Guidelines

The following business processes, identified as highly valuable, were addressed :

1. The creation of a holistic model that addresses the identified knowledge needs 

The construction of a holistic model that combines that diversified knowledge aspects involved, including Seismological, Geographical, Structural, Statistical and Economical knowledge, both analytical and probabilistic. The knowledge should enable the diversified types of knowledge use identified above.

1.1. Task 1: Knowledge use – User type “Underwriter”

1.2. Task 2: Knowledge and contract quality assessing – User type "Super User'' 

1.3. Task 3: Knowledge use – User type “Expert”

1.4. Task 4: Knowledge "overviewing'' – User types “Expert” and “Browser”

1.5. Task 5: Knowledge searching  – User type “Explorer” 
1.6. Task 6: Knowledge digesting – User type “Engineer” 
2. Automatic search for new knowledge:

The Importance of the ability to search the internet and the intranet for valuable scientific reports, even if the search is done offline over a long time. As mentioned above, some local reports and scientific surveys could hold valuable information and the possibility of collecting and reaching them is very appealing.

3. Automatic update of the Event Database

A process where the update of the events database from Lloyds list will be performed automatically or semi-automatically could be of a great importance to the people at the seismic group. The demonstrated model contains all the crucial components and capabilities to be able to perform this task. Especially the ability to detect anomalies and reason about them was well demonstrated. The filtering and indexing of new events requires knowledge at the level that was demonstrated in the FS demonstration model. The ability to integrate analytic, logical and probabilistic knowledge in one model is crucial to the analysis of certain pieces of information in a broader context. 


The update of existing records will require the comparison of two related events. The fact that all events are realized and are constructed in a broader context should enable an intelligent comparison of existing and new information for resolution and update. Inconsistencies are easily detected within the framework of AKN, and this is an important aspect of the updating and (data cleaning) operation.

4. Update of existing models 

· The update of existing models requires a thorough analysis of dense documents such as the Chi-Chi document. While a fully automated analysis of the text presented there is not practical nor will it be accepted by the experts, an assistance in analyzing the document in order to highlight and point to certain facts, statements and discourses which are significant could be possible with further work.

· The ease with which AKN models can be changed could have significant impact on the ability of the experts group to revise, test  and update earthquake models on a regular basis, or when a significant change is required. An hierarchy of models could facilitate efficient and consistent update of a number of models concurrently when a change is required over multiple models. Since the structure of the model is open and visible, sensitivity analysis, or finding out which models are affected by a new finding, is inherent in this form of knowledge representation. The ability to simulate the model could be of great significance to testing the reliability of introduced changes.

The feasibility study should prove the full cycle of enriching the model by new knowledge.

Regarding Information Extraction,  two complementary functionalities, which require two different technologies, were identified: 

• Information retrieval: Fast search for new relevant documents with relatively low accuracy information extraction.  Since the document search space can be very large, many thousands of documents processed, practicality requires a fast process with timely results.

• Information extraction: Relatively slower process of extracting information with high accuracy information extraction. Practically, this sort of demanding processing could be performed only on a limited number of documents.

3.2 Design

3.2.1 The Earthquake Knowledge Model

The earthquake model unifies diversified types of knowledge reflecting the diversified aspects of earthquakes in the context of reinsurance
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The model supports diversified uses – browsing, what-if analysis, easy interactive, real-time modification of values or model structure with optional backtracking, explicit visualisation of all model elements. Please see section 4 for detailed description

3.2.2 Knowledge Feed

The prototype demonstrated how knowledge extracted from free text event reports augments the earthquake knowledge model. It demonstrated both semi-structured knowledge feed, through XML , and unstructured knowledge feed, through a high-accuracy information retrieval process :
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The Semantic analyser is designed both for efficient semantic search and information extraction from very large number of documents. The high accuracy information extraction is much more resource demanding, designed to process relatively small number of documents. 

The two technologies complement each other –

· The semantic analyser processes a large number of documents and identifies the relevant ones.

· The semantic analyser passes the information it extracted from the relevant documents, in the form of XML,  together with the documents’ original text, to the knowledge model.

· The knowledge model performs a high-accuracy information extraction on the documents’ text.

· The knowledge model filters the extracted knowledge and augments itself.

· The knowledge model asks the semantic analyser for more documents.

The semantic analyser and the knowledge model communicate through a SOAP based protocol developed during the feasibility study, including a special XML schema. Please refer to the Link Definition document, a separate deliverable, for a full description.

Please refer to Appendix 2 for a sample XML message, based on an earthquake report taken from Lloyds. The sample includes the original text and information extracted from that text.

4 The Earthquake Model

4.1 Structure and Operation

The earthquake model is intended to be able to predict damage from earthquake location and magnitude and to update its experiential knowledge on receipt of new information. The model breaks into five main parts:

GIS

Geographic zones, with local conditions, such as subsoil values. Geographic locations – towns, cities – together with estimates of economic value.

Attenuation & Intensity

Calculation of attenuation of ground acceleration based on distance and local geological conditions, including amplification from subsoil conditions. Conversion of attenuation into Intensity (an empirical measure of ground shaking).

Damage Ratio & Damage Estimation

Conversion from intensity to damage ratio for different types of buildings. Estimation of damage using damage ratio and economic value at location (includes proportions for different types of buildings).

Natural Frequency Amplification
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The model estimates the increased building damage due to amplification resulting from a match between the building natural frequency and the dominant shaking frequency emanating from earthquakes of different magnitudes.

The model includes

· Analytic structure - attenuation

· Probabilistic structure - distributions of magnitude, frequency

· Experience - intensity to damage curves

· Local structure - magnitude, value, units, probability

· Mapping points - synonyms, hypernyms

Control

The earthquake model moves through various states on reading each report – elaboration of events created by the text, contributing to ambiguity and anaphora resolution, and updating of its internal knowledge structures after the text has been read successfully. These state transitions are triggered by events occurring in the overall model.

The model is designed to handle multiple earthquake events within the one earthquake report, and it is structured to simplify mapping between it and the free text report – domain specific synonyms and hypernyms that may not be present in the linguistic resources are included in the model, so connections between text and model can be established.

The model is intended to be active as the free text is read – that is, finding a location and an epicenter will trigger a distance calculation, finding a magnitude will trigger frequency and duration estimates, magnitude and distance will cause an attenuation calculation and then a damage estimate. This continuous calculation in parallel is used to disambiguate statements in the text, and to ensure the model is in the state intended by the writer of the report at that point in the text.

[image: image3.png]Model Operation

Distances, local

iti Acceleration
conditions

Greece Info
(GIS)

Locations
Lloyds

Frequenc
Amplification





4.2 Components
Analytic Knowledge
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Analytic relations were taken from professional documents. For example, Attenuation Relations with an original form of

After declaring these relations almost in their original form - 

ln(Ah) = -3.512 + 0.904 * M - 1.328 * ln(abs((Rseis^2 + (0.149 * exp(0.647 * M))^2)^0.5)) + (1.125 - 0.112 * ln(Rseis) - 0.0957 * M) *F + (0.440 - 0.171 * ln(Rseis))*Ssr + (0.405 - 0.222 * ln(Rseis))*Shr + epsilon1

A piece of knowledge network structure is created, some of it shown below
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Probabilistic Knowledge

Probabilistic knowledge is stored in distributions and relations. For example, when the analytic relation between the earthquake’s Magnitude and Frequency is unknown, an ad hoc relation (multi dimensional distribution) can be used –
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Sauter curves, linking Intensity, Building Type and Damage Ratio, have been also loaded into distributions and relations-
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About Stochastic Operators

Distributions and relations are modeled in DISTRIB and RELATION operators.

Operators like PLUS and EQUALs are used to propagate information between variables based on clear analytic relations, like  A + B = C :
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Just like PLUS and EQUALS - DISTRIB and RELATION are used to propagate information based on stochastic relations, typically mined from data :
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While analytic operators are used to propagate values, ranges and alternatives, stochastic operators are used to propagate value distributions (which also affect ranges and values).

Local Site Conditions Data

Nested list structures contain digitised site info – Lat/Long, local conditions. The structures are created automatically from DB tables and are directly accessible by other parts of the model.
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Propagation

An example of one of many value propagation paths, from event magnitude to damage ratio. (Each of the nodes has many other connections)
[image: image72.png]()




 Earthquakes and Greece Sources Used

· Attenuation relations – K.W. Campbell, Seismological Research Letters, Vol68N1, 2/97
· Greece info (zones, locations, sites, local conditions) – Papaioannou & Papazachos, Bulletin of the Seismological Society of America, 90, 1, 2/00

· Intensity/Building Damage relations – Sauter curves provided by MunichRe

· Events information – Lloyd’s List provided by Dr. Smolka

· Additional information from the Internet – USGS, EERI, FEMA, etc.

Model Text

Please see Appendix 1.

5  High Accuracy Information Extraction

5.1 Overview

It is widely accepted that using domain specific knowledge is the only way to achieve better extraction. Domain Extraction – high precision extraction system that is easily configurable for different domains, is an open issue, considered solvable, but not really solved (see Neumann et al (1999)). The new Information Extraction paradigm facilitates just such a universal Domain Extractor, relying on domain specific knowledge in active knowledge structures for high precision extraction in any specific domain. The feasibility study introduces an innovative approach to Information Extraction from text that will deploy active, persistent, dynamically created structures to handle the extracted knowledge. The text is turned into a structure that tries to connect to the existing domain specific knowledge structure. When faced with unresolved ambiguity, the ambiguity continues to reside in the structure, and is resolved later, when more information becomes available. After being analysed for acceptance using the existing knowledge, the newly extracted knowledge is immediately brought to bear, extending the existing knowledge structure. 

The information extraction process is as follows:

· Tagging of the text using a tagger with extensions for technical text

· Detection of collocations and construction of alternative structure

· Reduction of alternatives coming from the tagger and Collocation Detector using Constraint Reasoning

· Parsing of the tagged text into a discourse-level persistent structure, including implied object generation.

· Growth of higher level structures from the parse structure representing events whose description is distributed in the text

· Pronoun, implied object and general anaphora resolution by using grammatical rules, linguistic resources and the existing knowledge structures

· Using the existing knowledge networks structure to identify the relevant parts of the text structure and to map them to the existing knowledge structure, including disambiguation resulting from dynamic analysis and structure modification proceeding in parallel with mapping.

[image: image73.emf]
5.2 Detailed Description

Processing of text is used for many different applications. The Feasibility Study has highlighted suitable techniques and the process that needs to be followed to provide highly reliable updating of organisational knowledge models from free text. A diagram of the process looks like:
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The most relevant aspect is the use of knowledge at every step, and the modification of the knowledge used, by the incoming text. There is no simple one-directional flow at any point in the diagram. The tagger comes closest, as its algorithm is not modifiable by the rest of the model, only its lookup data and its input.

The components of the process consist of:

Tagger

This element is commercially available and converts text into parts of speech. The particular tagger being used has been developed over the last decade to give emphasis to time and location, dimensions that are critical for most technical information. The tagger puts out alternative tags for some words, where the probabilities for different parts of speech are given. Many of the alternatives are not valid in the text being analysed, and must be quickly pruned away using Constraint Reasoning.

Collocation Detector

The Collocation Detector searches for collocations – groups of words that are not compositional, and should not be separated into separate parts of speech for parsing – “running late” or “foot the bill”. Some collocates are turned into a compositional form - “pay the cost” instead of “foot the bill” – so the process path is not disturbed, while other, more complex, examples are replaced by structure which will bypass the parsing stage.

Parser

The conversion from tagged text to structure uses a large number of grammatical rules which depend on the local and global structure of the discourse. The tagger has already inserted ambiguity into the structure by its generation of alternative tags. The parser, with its more global analysis, can remove some of this ambiguity, while inserting new ambiguities in the structure to represent ambiguities in the text flowing from the rules. With thousands of rules responding to more or less local conditions, it becomes critically important that they can be phased correctly. The use of a parsing structure, being built from the words and tags and using operators which can modify the structure around them by introducing new connections, allows parsing to proceed with inherent self-phasing of the process. Without self-phasing, the large number of rules would impose a severe limit on complexity of operation. The self-phasing of complex operators within the network performing network topological manipulation around themselves has been demonstrated.

Some parsing elements need to simulate parallel processes, where low and high level operations must be synchronised. An example of this is generation of implied objects, which need to be inserted at the appropriate stage in the parsing process, otherwise the opportunity to recognise their presence is lost.  The network of operators, with its dynamically changing interconnections, simulates this parallel processing at many levels. Synchronisation of processes at several levels for insertion of implied objects has been demonstrated.

 The avoidance of an algorithm, and the output of a structure containing ambiguity, allows the parsing process to be coupled tightly with the next phase of the process. The output of a structure from the parser with minimised ambiguity has been demonstrated.

Pronoun, Implied Object and General Anaphora Resolution

It has long been recognised that successful pronoun resolution can only proceed on the basis of inferencing. The problem is compounded when the text is modifying the structure being used to perform the inferencing, as in this case, where the text is being used to update the knowledge model. This means that partial mapping from the text to the model is used before updating takes place, to retrieve possibilities for resolution. Resolution must also be a smooth integration of grammatical rules and knowledge model, as neither alone is sufficient to resolve ambiguity. Information is being gathered from what lies beyond the pronoun or implied object in the structure, and what lies before the potential targets of the resolution. The meanings of the words, both nouns and verbs, are also being used, to allow resolution to an object, an event, a structure. Pronoun and implied object resolution at the discourse level has been demonstrated, with ambiguity remaining where it cannot be resolved without modification of the structure of the knowledge model. Its demonstration has required coupling to detailed linguistic resources, which has also been demonstrated.

Mapping and Updating

The successful mapping of the structure generated from the text, and containing ambiguity, to the knowledge model requires that the knowledge model be of a form that suits this function, without compromising its ability to represent the analytic and experiential knowledge in a particular domain at an expert level. The model structure needs to be self-organising while maintaining its own internal consistency as its structure is changed by updating. A suitable model structure has been demonstrated for knowledge about earthquakes. An ability to extract information from text, analyse it, and then probabilistically allocate any resulting inconsistencies to multiple error sinks has been demonstrated.

Because the knowledge model is changing as updating proceeds, which impacts on the resolution of pronouns and implied objects, the updating process proceeds on a clause by clause basis, with final ambiguity resolution for a particular clause only proceeding when any state or topological changes from preceding clauses has already occurred. The successful meshing of the two structures becomes heavily dependent on each other, as one would expect. This process has been demonstrated.

We would argue that the overall process we have demonstrated has to be of the form described. If so, the elements of the process must all use the same technology to represent knowledge.


Please refer to the project site,  www.acknownet.co.il, for a comprehensive description of the new IE paradigm. Please refer to the Members Only section.

Please note that the documents are in the restricted part of the site - use Username=ackmem Password=3o9b6s.

Available documents :

· Information Extraction Overview 

· Information Extraction – What Is Available

· From Words To Knowledge – the process

· Alternative Tags & Operator Phasing – extended description including screen captures

· Using Linguistic Resources To Bridge the Gap

· Handling Conjunctions
· Collocations Result in Structure Change – working title
6 Results and Lessons learnt

6.1 Results

The goal of this feasibility study is to reduce the project’ s perceived risk level by studying a sample application and demonstrating AcKnowNet’ s applicability.

The objectives of the feasibility study were reached:

a. Objective

To conceptually implement a basic active knowledge model in a specific area and show how it can be used to represent knowledge

Results

An Active Knowledge Networks model has been built in the selected area – earthquakes in the reinsurance context. The model combines analytical and experiential knowledge from diversified domains – Seismology, Geography, Structural Mechanics and Economy. The model was validated by MunichRe’s earthquake expert.

b. Objective

To explore and show how the model can be enriched by the capture of additional knowledge

Results

The prototype has demonstrated enriching of the knowledge model by new knowledge captured from real-life free text documents, Lloyds event reports,  both semi-structured and unstructured.
c. Objective

To show that the technology and paradigm are available to support the AcKnowNet project.

Results

An evaluation of the prototype and the technology by an independent EC evaluator, Dr. Harald Meyer auf’m Hofe has concluded that the technology and paradigm are adequate : “In my opinion, the techniques used in this project are adequate to build a useful system for knowledge management in the chosen domain. I don’t expect any risks from this direction.” 

Furthermore, the evaluator has concluded that “Usually, knowledge management deals with formalizations like work-flow models and weak ontologies. Using constraint nets, this project establishes a comparably strong mechanism for knowledge representation in this field that has the potential to comply also with demands regarding efficiency and maintainability.”

Additionally, during the study, the state-of-the-art in Information Extraction from free-text was found insufficiently reliable for the tasks intended. Therefore, a new high-accuracy information extraction paradigm has been designed, implemented and demonstrated. Its reliability goes far beyond the state-of-the-art. Its principles are firmly based on Knowledge Management – “Deploy the available knowledge to support decisions. Allow decisions made to become part of the knowledge.”

The feasibility study has reached its goal - reducing the project’s perceived risk level to a level manageable within the scope of the project.

6.2 Lessons Learnt

We learnt (again) that knowledge is necessary for decisionmaking. To create a pipeline which consists of: a corpus tagger, a grammarian, a semanticist, and only then allow an earthquake expert to have access to the results, leads to confusion and unreliability. The human earthquake specialist does all these things, bringing to each area the technical knowledge shared by the writer and the reader of the text.

We also saw that the state of the art for Information Extraction seems to be predicated on a static world, where the information extracted is neither being analysed while it is read, nor used to update the analyser. Both of these facilities are essential for effective Knowledge Management, particularly in large organisations whose effective use of knowledge is critical to their survival. If this is accepted, it places strong constraints on the form in which knowledge can be represented.

The Active Knowledge Network technology appears to have sufficient depth to be able to reach out and encompass the task of converting text to knowledge, using the philosophy and the facilities inherent in it. The model of Information Extraction we are espousing, of using knowledge consistently throughout the process, has no place for a piecemeal approach.

During the initial design specification phase, a considerable time was devoted to resolving two central questions :

1. What is the appropriate level of text analysis that should be performed by the Semantic Analyser ?


Quite early in the analysis phase it was clear that the built-in functionality and capabilities of the Semantic Analyser were geared more towards concept extraction than towards detailed information extraction. As a result the Semantic Analyser was extended with a special linguistic analysis module that will perform a deeper and more focused analysis for the purpose of identifying and extracting specific features that are crucial for feeding an earthquake knowledge model. These features constitute crucial event information such as date and time, location of the epicenter, location of the damaged area, damage figures, event magnitude and others. Some of the required functions of the text analysis extensions could not be completed in the short time frame of the feasibility study.

Another important issue that had to be resolved was how to facilitate the involvement of the Active Knowledge model in the text analysis process. It is pretty obvious that a highly accurate, highly reliable text analysis can not be performed without exploiting background knowledge. This knowledge is available to the Active Knowledge model in the form of AKN. Maintaining domain knowledge outside of the Active Knowledge model will defy the very basic purpose of the feasibility study , that is, representing knowledge in an dynamic active form that can serve multiple purposes. It was  therefore crucial that the Active Knowledge model would be involved in, and influence the textual analysis process so that knowledge is used for context sensitive interpretation and disambiguation of text. A further investigation has revealed that such a fine grain coupling of the two systems is not feasible and therefore it was decided to keep the two systems relatively separated and to perform the textual analysis in two stages :

1.  The Semantic Analyser with its dedicated IE extension would perform a surface analysis of the text, and extract as many features as it can.
2.  The Active Knowledge model will receive the results of the surface analysis and will perform a detailed, linguistic, semantic and  context based analysis in order to resolve ambiguities and link the features that were previously extracted in the right context, filling, along the process, any gaps that were left out.

This combination has another important advantage in that in a real world application the Semantic Analayser will have to scan thousands of documents (for the purpose of identifying and filtering the relevant ones), and therefore a detailed analysis would have placed an unacceptable performance impediment on the document retrieval module.


7 Dissemination and Exploitation

7.1 Dissemination and Exploitation - Feasibility Study 

Although the AcKnowNet feasibility study includes no plans, nor allocated resources for dissemination and exploitation, Its substantial results justify both.

7.1.1 Dissemination

1. The final report, and the rest of the deliverables, will be submitted to the IST and made available publicly.

2. The project’s web site, including all the project materials, will be made public.

3. DFKI will write a paper about the project and its Active Knowledge concepts and publish it in scientific circles such as conferences and scientific publishings.

7.1.2 Exploitation

1. Following the feasibility study, the consortium will aim at a continuation project at the application partner, covering additional lines of business

2. The technical partners will approach other financial services organisations, such as insurance/reinsurance companies, investment and commercial banks, whose business scenario resembles the study’s.

3. The technical partners will develop a text understanding application, based on the high-reliability extraction paradigm developed in the feasibility study, in cooperation with UCREL. They will explore opportunities to approach potential clients through UCREL.

4. The technical partners will approach large consultants/integrators and offer them to use the Active Knowledge platform and concepts in providing services and solutions to their clients.

7.2 Dissemination and Exploitation Planned for the Full Project

7.2.1 Technology Partners

Active knowledge, by its nature, has a vast range of applications that can be conceived of at this point, and presumably an even vaster range that would open up on its successful implementation. The project will result in a novel knowledge utilisation paradigm, a software system and solid reference sites. The technology partners will exploit the project results by:

· Providing services

· Selling licenses

· Providing consulting

The issue of credibility in the knowledge handling arena is handled by pointing to the results of the project. 

Here are some potential sales figures in the different markets:

Industry
Number of prospects
Software & Services

Value – per installation

(Euros)


Europe
Rest of World


Financial Services - Large
200
900
Over 1M

Financial Services - SME
2000
8000
0.25 – 0.5M

Telecommunications - Large
40
200
~2M

Telecommunications - SME
500
2300
0.25M

Low Tech Manufacturing
2000
8000
~0.5 M

High Tech Manufacturing
200
800
~2M

Service Industries - Large
500
2000
Over 1M

The above possible installations run to about 16 billion Euros, over a period of approximately 5 years, with ongoing annual revenues of approximately 2 billion. The project proposal is for a unique architecture and approach. The potential market is huge. The application partners have already identified ways to exploit the project results, both internally and externally:

7.2.2 Munich Re

As a reinsurance company, Munich Re sees knowledge as one of its major strategic assets. In dealing with risks, it sees loss indemnification is only one side of the business. Since its foundation, Munich Re has pursued a philosophy that could be described as "holistic loss adjustment". In concrete terms, this means that Munich Re searches for the right measures together with their customers in order to prevent losses as far as possible. Munich Re employs engineers and scientists from 80 different disciplines: meteorologists, geologists, geographers, doctors, ships' masters and experts with a wide range of qualifications. Located all over the globe, they constantly peruse the facts and figures of international insurance business in search of relevant information. Wherever a need is identified, the ever more complex flow of information is channeled into a valuable pool of knowledge. The company continuously collects and classifies experts' findings and places them at clients’ disposal. As an example, its Geosciences Research Group has been analysing all relevant natural hazards on earth for the past 25 years – for every continent, country and region. On the other end of the scale, in their theft and burglary demonstration room, the company continuously conducts tests on the effectiveness of security devices. Munich Re uses the gathered knowledge both internally - for risk assessment, pricing, strategic planning, etc. – and externally - the company provides clients with knowledge as to how to build factories or power plants, or advise manufacturers of security equipment with ideas for improving their products. 

Internal:  In this project, Munich Re is going to implement an innovative Active Knowledge Integrated Risk Assessment application that will use knowledge from many domains – science, engineering, finance, market position, etc., to assess the risks involved in reinsurance coverage treaties. The potential for internal exploitation of Active Knowledge CMD system is huge, in virtually every part of the company’s operations and management – Strategic planning, product development and pricing, marketing, knowledge management, and many other.

External:  Munich Re (and other reinsurers) considers knowledge transfer, mainly but not only to insurance companies, as an increasingly important and strategic operation. Until now it could transfer this knowledge either in passive form (reports, figures), special purpose software tools, or personally (consulting) . Active Knowledge CMD enable “packaging” knowledge into a box clients can use to reason about and analyse emerging situations. This new business model will dramatically improve Munich Re’s utilisation of its knowledge, its clients’ ability to benefit from it, and its value for the client accordingly.

Company Type
Number of prospects

(UK, Germany, Switzerland, Austria)
Software & Services

Value – per installation (Euros)

Non-life insurance
550
0.2 – 0.5 M

Life insurance
407
0.3 – 1 M

Composite
68
0.25 – 1 M

Total
1025


7.2.3 IAI
Israel Aircraft Industries  builds aviation products ranging from a tailfin for another aircraft group to executive jets, and military systems ranging up to ship missile defense systems. The complexity of such systems result in them being poorly understood without some way of integrating knowledge in many forms – now done by experts. IAI expects the benefits of active knowledge CMD to be profound throughout the organisation if it can be successfully implemented.

Frequently, the company uses knowledge provided by subcontractors and experts outside the organization, many of them highly skilled SME’s. Capturing this knowledge efficiently and integrating with IAI’s internal knowledge is critical for the development process. In the same way, the company provides technical services based on its engineering expertise to its customers and it should enable the effective  of knowledge into its customers’ systems.

 

Internal: IAI will implement the solution in their Unmanned Air Vehicle systems (UAVs) division. The implementation will focus on the System Engineering process / methodology within this division. The System Engineering process consists of an ongoing iterative process of knowledge integration from different disciplines, like: engine engineering, avionics, airframe engineering and human engineering, some internal and some provided by subcontractors, almost all SMEs.  Thus, this implementation will be applicable for other divisions in IAI.

External: Aerospace companies regularly sell technology they have developed to other similar companies. Knowledge utilisation and management is considered crucial to all these knowledge-rich companies, as they struggle with the “knowledge explosion”. Aerospace companies who can introduce new materials and techniques faster than their rivals have a technological edge – this edge can be generated and honed by Active Knowledge CMD. IAI intends to sell both services and consulting using Active Knowledge models to other aerospace companies for both military and civilian projects that heavily involve Knowledge such as Command & Control, Intelligent systems, System Engineering, etc. Most such projects face the challenge of ongoing integration of external SME subcontractors knowledge and expertise. 

7.2.4 SchlumbergerSema Spain
SchlumbergerSema in Spain has more than 3'000 people distributed in several cities, concentrating on IT consulting, systems integration, outsourcing and smart cards for businesses, Public Administration, Industry, and Communications. Its multi-disciplinary, multicultural ITA (International Telematics Applications) department, part of its Madrid based Software Engineering Division , is composed of experts in engineering, education science, psychology, philology, linguistics, environment, biotechnology, telecommunications, computer sciences and interface design, who apply all their knowledge to the achievement of the most balanced solutions using the most up-to-date technological developments with a high awareness of the human factors (education sciences, disability-related issues, cultural diversity, multi-linguality). The seamless combination of knowledge from such diverse domains is extremely challenging, but considered by SchlumbergerSema critical for the success of the information society towards which Europe is evolving. SchlumbergerSema considers Active Knowledge CMD to offer great opportunities in this sense.
Internal: When a marketing opportunity comes along that crosses boundaries, then the required expertise would be assembled out of the groups in the department. In this case knowledge in different forms and perspectives have to be assembled together to provide a unified solution that will meet customers needs. Active Knowledge CMD will be used to dynamically assemble this opportunity-based constellation of heterogeneous sources of knowledge and expertise.

 

External:  There are many organisations providing technical services who have a dynamic knowledge environment – the knowledge may be fleeting, acquired to carry out a project, then discarded, or it may be accreted and maintained over time – as with financial consultants. There are also many examples of the need to construct project teams, where the knowledge of the team needs to match the knowledge required to complete the project. Traversing the “knowledge terrain” and looking for gaps – assessing the adequacy of the knowledge available and bringing in specialist knowledge when appropriate– becomes a critical factor in the establishment of successful teams in and across many disciplines – health, finance, and science. Both of these application areas – dynamic knowledge maintenance and knowledge adequacy – have thousands of applications throughout Europe. SchlumbergerSema sees this new breed of services as an exciting and promising new business opportunity it could exploit using Active Knowledge CMD.

7.2.5 Dissemination

SchlumbergerSema will lead the dissemination efforts.  SchlumbergerSema is a global consulting company that has channels to many potential customers, including SMEs, which may find interest in the proposed solution. The consortium plans to disseminate the project results in several channels, some of which are also part of the external exploitation of the project. :

Dissemination on a commercial basis by consortium members, as described above. 

We anticipate SchlumbergerSema to approach 12 organisations from diversified fields, including 5 of its SME clients, and Munich Re to approach 6 financial services organisations.

Cooperation with large consulting companies on a commercial basis:

As Knowledge utilisation is typically a strategic organisational incentive that requires complex analysis and implementation efforts, we believe that a cooperation with large consulting companies will be an effective dissemination channel. Successful implementations at project partners sites would demonstrate the benefits that such companies can bring to their clients using Active Knowledge CMD. The extensive analysis performed at partner organisations that are different in their characteristics, type of activities and way of using knowledge, and the rich experience gathered during the implementations at their sites, could be an excellent basis for planning the analysis, implementation and dissemination processes that consulting companies will need to perform for their clients. Tupai will approach additional large consulting companies around Q3 of the second year, after Task 2 of WP8, “Field” implementation and integration, is complete. We estimate that approaching a large consulting company has the same potential and impact as approaching 10 organisations directly. Tupai plans to approach at least 2 large consultants. 

Approaching selected potential clients directly, on a commercial basis:
SchlumbergerSema, based on reactions of beta installations and relaying on their market experts and large customer base, would provide invaluable input and advice as to market preferences and best strategies for market infiltration. As part of the dissemination effort, DFKI will analyse the European market and identify promising candidate companies for using Active Knowledge CMD and will approach these companies around the end of Q2 of the second year.  The technology partners will also approach likely clients, starting earlier in the project.

Participation in conferences, publications in professional and scientific magazines:

The consortium will publish papers about the project at all relevant conferences during and after the project, both in Europe and elsewhere. The academic partner is prominent in his field, regularly speaks at conferences, and should have no difficulty in having his papers accepted. Additionally, the diversity of the partners means that a wide range of conferences will be targeted – obvious candidates include conferences for the financial services industry, telecommunications and eCommerce. The project partners are responsible for identifying such conferences, each in its business area. The academic and technology partners will provide support in preparing papers and presentations.

Maintain a project web site:
Tupai will maintain a project web site that will be used during the project for postings by the partners, and will provide information to other interested parties during and after the project. The site will be also used as a central channel of disseminating information about the project, the unique approach and the technology. All members sites will also publish project information and a reference to the project site. Additionally, project information will be published in public domain professional web sites and forums like KM European Forum (www. Knowledgeboard.com).

In total, we plan to approach at least 28 organisations directly, by project partners, an additional 20 through large consulting companies. Professional publications and conferences will provide wider exposure to both commercial, government and academia sectors.

8 Appendix 1 – Model Text

Following is the full model text. Please note that the order of lines is meaningless as the statements are transformed into Knowledge Network structures that have no order nor direction. 

For example, the following statements

Z = X + Y

W = Z ^ X 

and                                  


Z ^ X = W 

Y + X = Z

will both be transformed into a similar structure -


The model text (comments appear in green) :
EQPrototype@ Begin[image: image4.wmf]
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!! Control submodel 

! Includes linking of submodels for different purposes - monitor the difference between calculated and 

! recorded damage, monitor damage risk for buildings, etc.

Control@ begin[image: image5.wmf]
! Activate the self connection of the new event to the other submodels

CurrentEndEvent% = GROUP('NAME ' + @.CurrentEventName$ + '?EndEvent@' , tr@)

EQV@( {true} +CurrentEndEvent%)

FixedLinks@ begin[image: image6.wmf]
! Attenuation and GIS

ASK(Shr) = ASK(Shr)

ASK(Ssr) = ASK(Ssr)

ASK(D) = ASK(D)

ASK(F) = ASK(F)

! Experiential relations and Attenuation - 

! SAh to Intensity

ASK(SAh) := ASK(SAh)

! Intensity to DamageRatio

ASK(Intensity) := UNIQUE(ASK(Intensity))

End !FixedLinks@[image: image7.wmf]
UpdateDamageRation@ begin[image: image8.wmf]
Vars% = {RecordedDamage, CalculatedDamage,ASK(MeanDamageRatio),ASK(EconomicValue), DamageDifference, DamageRatioDiff}

! Compare Calculated to Recorded damage, record the difference if significant

!                           (IntensityDamageRatio@)   (EconomicValue@)

IF Logstate(ASK(Intensity)) THEN CalculatedDamage = ASK(MeanDamageRatio) * UNIQUE(ASK(EconomicValue)) / 100

!                                                            (from the current event)

DamageDifference = CalculatedDamage / RecordedDamage

 IF CalculatedDamage > 0 THEN DamageRatioDiff = ASK(MeanDamageRatio) * (RecordedDamage - CalculatedDamage) / CalculatedDamage

End !UpdateDamageRation@[image: image9.wmf]
BuildingDamage@ begin[image: image10.wmf]
Vars% = { SetStructure$, SetFloors, ASK(M), EQFreq, DFreq, Ratio, ASK(Intensity), Amplification, AdjustedIntensity }

! Set number of floors

ASK(Floors) = SetFloors

! Set structure type

EQUAL( SetStructure$, ASK(Type$), ASK(Type$))

! Feed event magnitude to Magnitude/Frequency relation

ASK(M) = ASK(Magnitude)

! Find how close the building's dominant frequency is to the quake's frequency

! Dominant freq

DFreq = UNIQUE(ASK(Frequency))

! EQ freq

EQFreq = EXTRACT(ASK(Frequency), 'MEAN',1)

! Check how close they are

EQFreq MOD DFreq = Diff

IF DFreq <> 0 then Ratio = ABS( ( Diff - DFreq) / DFreq) 

! Same frequency - infinite amplification ( X100)

( Ratio = 0 ) EQV (Amplification = 100)

! Within 1% - X50

(Ratio in {0.001<->0.01}) EQV (Amplification = 50)

! 1% - 3% - X20

(Ratio in {0.0101<->0.03})  EQV (Amplification = 20)

! 3% - 5% - X10

(Ratio in {0.0301<->0.05}) EQV (Amplification = 10)

! 5% - 10% - X2

(Ratio in {0.0501<->0.1}) EQV (Amplification = 2)

! 10% - 20% - add 50%

(Ratio in {0.101<->0.2}) EQV (Amplification = 1.5)

! 20% - 30% - add 20%

(Ratio in {0.201<->0.3}) EQV (Amplification = 1.2)

! more than 30% - ignore

(Ratio > 0.3) EQV (Amplification = 1)

AdjustedIntensity = ASK(Intensity) * Amplification
End !BuildingDamage@[image: image11.wmf]
! Recording boxes. MinerState is on Learn.

Recorders@ begin[image: image12.wmf]
RecordedDamage = ASK(RecordedDamage)

CalculatedDamage = ASK(CalculatedDamage)

DamageRatioFix = ASK(DamageRatioDiff)
End !Recorders@[image: image13.wmf]
End !Control@[image: image14.wmf]
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!! Attenuation Submodel 

! Analytics taken from Campbell's paper

Attenuation@ begin[image: image15.wmf]
! Peak Ground Acceleration (PGA)

ln(Ah) = -3.512 + 0.904 * M - 1.328 * ln(abs((Rseis^2 + (0.149 * exp(0.647 * M))^2)^0.5)) + (1.125 - 0.112 * ln(Rseis) - 0.0957 * M) *F + (0.440 - 0.171 * ln(Rseis))*Ssr + (0.405 - 0.222 * ln(Rseis))*Shr + epsilon1

! Spectral Acceleration

ln(SAh) = ln(Ah) + c1 + c2 * tanh(c3*(M - 4.7)) + (c4 + c5 * M)*Rseis + 0.5*c6*Ssr + c6*Shr + c7 * tanh(c8 * D) * (1 - Shr) + fSA(D,c6,Shr,Ssr) + epsilon

! Spectral Acceleration parameters based on the shaking duration

GetCoeff = getSAhCoeff(Duration, SAhCoeff%, {c1,c2,c3,c4,c5,c6,c7,c8})

End !Attenuation@[image: image16.wmf]
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!! Greece GIS submodel

! This submodel plays a GIS role for Greece - local site conditions for Greek sites

! Data taken from Papaioannou&Papazachos paper 

GreeceGIS@ begin[image: image17.wmf]
! Local site conditions

GetSvals = GetSiteSvals(site$,SitesInfo%,{Shr,Ssr,D,F})

End !GreeceGIS@[image: image18.wmf]
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!! Event template subnet

! This is the template for an event read from text. The event importer replicates this structure for

! an event and tries to fill in entities values (Magnitude, date etc.). The logic is replicated as well 

! so that if a value is found for Location.Ref and Epicenter.Location, Rseis gets a value as well.

EventTemplate@ Subnet[image: image19.wmf]
Vars% = { Magnitude, Direction$,ReferenceDate$,Rseis}

! If the event importer tries to assign Magnitude outside it's range, an Inconsistency occurs

! telling it to backtrack and try another alternative.

Magnitude in {2<->10}

! If the event type is different than those, skip@ becomes true, telling the event importer

! to skip this event.

if NOT EVAL(Type$) in {'EARTHQUAKE', 'QUAKE', 'TREMOR', 'TEMBLOR'} then Skip@

! The distance between the EQ location and its Epicenter. Also a GIS functionality

Rseis = GetDistance(Location@.Ref$, Epicenter@.Location$,ASK(SitesInfo%))

Location@ begin[image: image20.wmf]
vars% = {Country$, Ref$, Lat$, Long$,LocationModifier$,Region$,Location$}

End !Location@[image: image21.wmf]
Damage@ begin[image: image22.wmf]
Vars% = {Casualties, Estimates, Estimates.Money, ASK(Value),ASK(Units$)}

End !Damage@[image: image23.wmf]
Time@ begin[image: image24.wmf]
Vars% = {Duration, Duration.Value, Duration.Units$}

Start@ begin[image: image25.wmf]
Vars% = {Date$,DateModifier$,Time$,TimeModifier$}

End !Start@[image: image26.wmf]
End !Time@[image: image27.wmf]
Epicenter@ begin[image: image28.wmf]
Vars% ={Location$, Distance$, Direction$, Reference$}

End !Epicenter@[image: image29.wmf]
! This is activated after all the event info is read in

EndEvent@ begin[image: image30.wmf]
! Connect event info to Attenuation submodel

ASK(M) := ASK(Magnitude)

ASK(Rseis) := ASK(Rseis)

ASK(Duration) := ASK(Value)

! Connect event info to GIS

ASK(Site$) := ASK(Ref$)

! Connect event to Damage Update submodel

ASK(RecordedDamage) := ASK(Value)

! Connect event to Economic Value reference

ASK(Site$) := ASK(Ref$)

End !EndEvent@[image: image31.wmf]
End !EventTemplate@[image: image32.wmf]
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!! User defined functions subnet

! Free is a subnet used to defined UDFs (User Defined Functions). 

Free@ Subnet[image: image33.wmf]
! fSA() is used in the attenuation analytics.

fSA(a,b,c,d) = X and (if a < 1 then X = b*(1 - c)*(1-a) + 0.5*b*(1-a)*d else X = 0)

End !Free@[image: image34.wmf]
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!! Experiential submodel

! Greece Experiential Information, relations, etc.

greece@ Begin[image: image35.wmf]
! Extended Sauter - DamageRatio distribution per structure type per intensity level

DamageRatioTable@ Begin[image: image36.wmf]
End !DamageRatioTable@[image: image37.wmf]
InFreqDur@ Begin[image: image38.wmf]
End !InFreqDur@[image: image39.wmf]
! Dominant frequency per structure type for different building hights

TypeFloorsFreq@ Begin[image: image40.wmf]
End !TypeFloorsFreq@[image: image41.wmf]
! Experiential relation between Magnitude, Duration and Frequency

MagFreqDur@ Begin[image: image42.wmf]
End !MagFreqDur@[image: image43.wmf]
! SAh vs Intensity

SAhIntensity@ begin[image: image44.wmf]
End !SAhIntensity@[image: image45.wmf]
! Intensity vs DamageRatio - greece average

IntensityDamageRatio@ Begin[image: image46.wmf]
MeanDamageRatio = EXTRACT(damageRatio,'MEAN',1)

End !IntensityDamageRatio@[image: image47.wmf]
EconomicValue@ Begin[image: image48.wmf]
End !EconomicValue@[image: image49.wmf]
End !greece@[image: image50.wmf]
End !EQPrototype@[image: image51.wmf]
In addition to the explicit logic in the model text, diversified experiential knowledge was modeled in Distributions and Relations and was captured from database tables:

Sauter Curves

These curves describe the relation between earthquake intensity (V – XII), building structural type (Unreinforced Masonry, Reinforced Concrete, etc., total of 10 types) and damage ratio (0% - 100%). Although the original relation is 3D- an average damage ratio is associated with specific building type and intensity, the model uses a 4D relation, providing a value distribution of the expected damage ratio.
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And this is how it is used in the Knowledge Network


Amplification – building Natural Frequency Vs BuildingType Vs number of floors

[image: image53.png]



This 3D relation provides the building natural frequency based on its structural type and the number of floors. It is used in Amplification calculation – the closer the building’s natural frequency is to the earthquake frequency, the greater the amplification is. The above illustration displays 2 of the 3 dimensions.

Amplification – Earthquake magnitude Vs Earthquake duration Vs tremor frequency


This 3D relation provides an experiential estimate of the earthquake’s frequency based on its magnitude and duration. It is also used in Amplification calculations.

9  Appendix 3 - Active Knowledge Networks - A Technological Overview 

This document is the result of an intensive and fertile dialog we have conducted with the IST technical evaluator Dr. Harald Meyer auf’m Hofe. It is an attempt to establish a technical mapping between the AKN approach and its implementation, to other relevant fields of research such as Constraint Reasoning, Knowledge Based Systems, Distributed Computing Environments (Agents technology), and NLP.

The AcKnowNet consortium is indebted to Dr. Meyer auf’m Hofe for his constructive remarks and for the extensive literature references which are listed at the end of this appendix.
9.1 Historical Background 

The initial concept of AKNS was developed in the early eighties as a tool for project management. These were the days when Critical Path Method (CPM) tools dominated the area of project management and scheduling. The initial motivation for developing the system was to expand the scope of logic, constraints, and inferences that a system can model in order to represent realistically the complicated and dynamic reality that governs the problem of project, and program management. CPM could be viewed as a simple directed network of variables which are operated by two types of operators or constraints: MIN and MAX. It was quite obvious that this was an incomplete view of the types of considerations a realistic system should take. AKN was then designed with three central principles :

· The underlying logic should be undirected, so that inferences can flow in any required direction.

· The system shouldn’t rely on an external resolution algorithm, inferences and internal resolutions should be performed locally, by simple and independent computation devices (aka operators) so that logic can be assembled in many different ways. 

· The framework on which the network operators operate should be open so that the system can expand and grow with minimal limitations, to be able to deal with a diverse world of complex problems.

These three principles have led to the realisation of the fourth principle of the system – The network should be fully realised and visible – that is, every element of the system should be a real object that is visible and accessible from outside. This was the only way that was found to ensure that the above basic principles will be strictly observed.

Once the framework was implemented and established, it was realised that the system is suitable for modeling a diversified world of problems and problem areas, including engineering,  dynamic modeling, constraint satisfaction problems and others.

Since its inception, the system has gone through significant changes and extensions :

· Expanding values representation from simple, singular values to ranges, lists and other complex objects.

· Introduction of dynamic linking.

· Representing complex logical environments in the form of nested logical blocks and subnetworks.

· Expanding the modeling and inferencing capabilities to the area of  stochastic modeling by applying of probabilistic reasoning in the form of probability distributions and multi dimensional probabilistic dependencies (probabilistic relations).

The Acknownet project was a natural extension of the technology into the areas of Knowledge Management (KM), Information Extraction (IE) and semantic modeling.

9.2 The AKN Scheme

An AKN is captured in a persistent storage unit (a network image file) consisting of a set of network records of four basic types: variables, links, operators, and data records. The AKN solver, with its underlying storage, constitutes a non-programmatic virtual machine, which manages its own object space and maintains its own memory by allocating and de-allocating network records. The AKN data storage is complete and self-contained, everything that is in a specific model is represented in the network data space. The network data file is saved and loaded when an AKN is brought to life. Segments of the network image representing a complete, or a subset of network can be transmitted and shared between active AKNs. This ability is functionally comparable to the concept of marshalling active objects between programs or serializing objects between JVM’s. 

The AKN functional framework consists of three types of objects :

9.2.1 Variables 

Variables in AKN are persistent, explicit and directly accessible objects. The representation of variables in AKN is different from the notion of variables in a conventional programming language, where variables are program entities, which reside temporarily in a computer register or in the program stack.  AKN variables are explicit objects with an established name and context. The variable’s object contains various pieces of information related to the variable, among them : its value, its logical state (true, false, not-yet-known, in-error, and unknowable), its functional status (user-set, found, unknown), its logical environment (context),  and other pieces of information that are used for resolution and propagating changes. 
Variables can have various types: numeric, logical, strings, lists, sets and other complex objects.

Constants are a special type of unnamed variable with a constant value, which are accessible through the network graphic interface. Ordinary variables are also accessible through a variable directory.  
Logical variables 

Logical variables are a superset of the common notion of Boolean variables – they can assume TRUE, FALSE like Boolean variables but also could assume values that are outside of the conventional Boolean scheme like : ‘Not-Yet-Known’, ‘Unknowable’ and ‘Error’.

As mentioned above, all other types of variables also have an associated logical state whose value spans across the domain of logical variables.
Numeric Variables 
Numeric variables can assume singular values, integer or real, in which case the variable’s logical state is TRUE. They can also represent ranges or intervals. Those intervals constitute the variable’s domain, as termed in constraint reasoning systems. When the value is not singular, the logical state of the variable is marked as FALSE.

AKNs are not restricted to finite domains, the representation of all numeric domains is semantically equivalent to the one used by Interval Arithmetic systems [40]. Finite domains are treated as a special case of interval domains. The internal representation of intervals allows a great degree of flexibility, every interval can be expressed as a <lower-bound, upper-bound, step> tuple. A numeric range can be made up of an intermixed set of integer and real intervals, for example a value like 1.3<->7.9,9..11,12.4<->27.3 is admissible.
Finite domain intervals are represented as a specific interval case where all the tuple value are integers, and the step is equal to 1. A permissible range could be -100..10000000, as ranges are propagated symbolically, and do not rely on explicit sets of permissible values at a variable. 


All floating point computations related to numeric variables rely on two model defined constants:

Epsilon – which designates the smallest floating point unit that is to be considered in comparison operations.

ME – the marginal error which defines the size of the relative error that the system should consider.  Two numbers which differ by a number that <= Epsilon or <= ( ME * value ) would be considered equal. By default a real range is considered as an interval with step = zero.

Strings
Similar to a numeric variable, a string variable can take up a single string, in which case its logical state is TRUE, or a list of optional strings, with a logical state of FALSE. AKN allow for special string inferences where optional strings are removed from the variable’s domain.

Lists 
These are generic objects, which contain lists of other objects, including other lists. There is no restriction on what lists can contain, and a list can contain a mix of numeric, strings and other types of variables. AKN provide a rich set of semantic operation on lists, including membership enforcement and dynamic indexing. Lists are a convenient wrapper for passing an arbitrary set of arguments to operators.
Other Types
Variables can also represent higher level constructs such as sub-networks, user defined functions, and other complex objects like activity and resource. The separation between variables and operators is not a strict one - in many aspects operators are treated as variables. One could find similarity between this approach and the treatment of functions as variables in LISP.  
9.2.2 Links

Links represents the arcs, or edges, between variables and operators. Links are persistent explicit objects just like variables and operators. They serve as carriers of value and/or state for propagation. Their internal representation allows them to store information about the values they propagate, their logical state, their operational status and the direction of propagation. This elaboration of state–value information is essential to the concept of propagation as implemented in AKN. Links provide the computation and logical environment for operators - they contain all the information operators need in order to perform their computations as will be explained shortly. When values are propagated through the network, the propagation mechanism stores all the necessary propagation information on the links. This includes the direction of propagation. If there is a path along which information flowed, then arrows are maintained in the links to represent that path. This explicit representation (apart from serving the operators in their operations) serves as a means for tracking and navigating through the inference chain. 

Links can transmit values of arbitrary complexity - from single values, to lists of complex objects.
9.2.3 Operators 

Operators constitute the algorithmic aspect of an underlying model. While conventional computer programs embed their logic, control, and functional computations in functions, procedures and/or class methods (in Object Oriented paradigms), the logic and computations of AKN are embedded in operators. Since AKNs are not programs, the algorithmic aspect of the model is embedded entirely in the operators and their interconnections (with a small exception of the network traversal mechanism as is explained shortly). 

An Operator is an independent computing device. As such, it defines a specific (usually undirected) algorithm, which implements a basic functional relation between its operands. Operators are atomic computation / data processing units that are triggered in an asynchronous fashion. Unlike ordinary segments of programs, they can’t assume any specific system state or program state, nor where and when they take control, therefore rely only on their connections and their immediate surroundings for performing their task. The logical and computing environment of an operator is defined by its links.
Operators Topology 

The operator’s operands are found in its connections – “pins” in the AKN terminology. (The term pin was also used by the CONSTRAINT system [25] as an analogy to hardware computation devices). A pin is associated with a specific link that the operator is connected to. Operators can have an arbitrary number of connections, for example a PLUS operator treats its first pin as the result of a SUM calculation while all other connections/pins are the calculation’s operands. As mentioned above, the links that are associated with the operator’s pins contain all the information needed for an operator to perform its task. This includes the value of the connection, its logical state and the direction of the link. The link direction is used by the operator to determine whether a specific connection is an input or an output value on a specific invocation. Following on the example above, the PLUS operator ensures a multi-way consistency between the result pin and the sum elements. The operator will reverse its deduction according to the direction of its connected links, if the result pin is directed towards the operator, its value will be used to deduce values on the SUM operands. In this sense it can be seen as a constraint [17] between the result pin and the calculation elements.

Operators wishing to preserve persistent data, allocate extra links and use them as protected data deposits. This way, operators can implement a complex computational object that maintains its own “private” data. 

The semantic aspects of operators

While some operators have the semantics of constraints as found in conventional constraint reasoning systems, many others have a vastly different semantics. For example, a ‘Group’ operator is a self elaboration (introspection) operator which performs as a dynamic connector – it traverses the network, searching for variables according to some specification (it supports selection specifications of the type that are found for example in XPATH [49] and many others that are specifically relevant to the AKN paradigm). 


In general, an operator can support various types of operands. For example, the ‘=‘ operator does not assume a specific type on its connections, but rather provides a semantic operation according to the actual connections. If the types are incompatible, without any obvious transformation from one type to another, the operator raises an exception by signaling an inconsistency in the network. The AKN framework includes a rich set of operators: mathematical, logical, numeric and string processing, and a variety of others. Users can define new operators and expand the vocabulary of the system - AKN provide an open platform with an easy growing path [50].

Controlling operators 
Many operators (all  logical, comparison operators and many others) are controlled by a special logical control pin, which in turn can be connected (via a link, obviously) to an explicit variable. When this logical control pin is in a ‘Not Yet Known’ state, the operator is effectively disabled.  An equal (‘=’) operator assumes the semantic of ‘not equal’ when its control pin is set to FALSE. The control pin is bi-directional - if the control pin is not forced externally, by the user or by other operators, to be in a true/false state, the equal operator will resolve and transmit a true / false state on that connection if, and when, the equality between its LHS and RHS connection is resolved to true / false. 

Other special aspects of operators

Operators can be self controlled. It is not unusual for AKN operators to operate directly on other operators and schedule themselves, or other operators, for reactivation. For example, a DISTRIBUTION operator (making bi-directional inferences between a given probability and a range of admissible values) can manipulate directly information that is stored within a RELATION operator. Many DISTRIBUTION operators can effectively schedule each other to achieve consistency across a RELATION operator. For similar reasons, resource USAGE operators interact across RESOURCE pools.

Some operators perform as network constructors. As a simple example, a REPLICATION operator is responsible for duplicating network structures. Several other operators construct new structures as a direct or indirect part of their operation. Those structures can be a complex set of new variables, links and operators. The new structures are then linked to existing entities, such as variables and logical blocks (contexts).  As soon as those links have been established, values flow into and out-of the new structure and it is operational.
The non programmatic aspects of AKN 
AKN constitute an asynchronous computing environment. In contrast to conventional systems, the computation environment is not governed or manifested by a program. Instead, the logic and control of AKN as a computation paradigm is embedded entirely in the network operators and their asynchronous activation. There is no central algorithm or central control governing the operation of the active Network.

The only central mechanism that is used by the system for activation of the operators and propagation of information among variables and operators is a generic network traversal mechanism. The traversal mechanism is responsible for queuing changes and updating values on links on behalf of operators. During the activation of an operator, it might ask the traversal mechanism to propagate new values on specified links, and the affected links are queued. When the operator relinquishes control, the propagation mechanism processes the queue and propagates the requested changes to any connected variable and from there onward, to connected operators. This way the scheduling of operator activation and the propagation of changes is not part of an external resolution mechanism but is the consequence of updating the links by operators. In essence, the operators schedule themselves by queuing updates on their links. One of the big advantages of this explicit representation of network components is the degree of autonomy it allows for the network components, and the complete break from any programming paradigm. Other advantages of this paradigm will be outlined in the remainder of this document.

9.3 AKN and Constraint Reasoning 

As pointed out by Dr. Hofe, there are many similarities between systems for constraint reasoning and the AKN approach. Both systems share an underlying principle of maintaining consistency of variable values while being subjected to a set of constraint relations. However the motivation for the implementation of AKN was drastically different, and therefore led to a very different framework of semantic operations. The main motivation for implementing AKN is to represent knowledge in a universal, dynamic and multi-purpose form so that the knowledge can  be utilised in many different ways. Constraint Reasoning systems are traditionally associated with the endeavor to solve hard (NP-Complete or worse) combinatorial  problems [17], although constraints were used in other areas such as graphic programming systems as in the work of Borning on ThingLab [2], and general Truth Maintenance Systems [51]. Still, Constraint Reasoning technology is mainly associated with combinatorial problems such as planning and scheduling, and in the general area of Constraint Satisfaction Programming (CSP). Today, the technology has gained wide popularity and recognition with industrial constraint based systems such as ILOG Solver, and CLP derivative systems. 

Although both paradigms could be viewed as a graph / network of variables interconnected by a set of relations (constraints in CLP or operators in AKN) the underlying approach and philosophy of the two paradigms is significantly different. One obvious difference between AKN and conventional constraint systems is that AKN represent knowledge (and constraints as part of the knowledge) as explicit objects: variables, operators and links. Conventional constraint systems are typically embedded in a programming framework (for example a Prolog program in CLP, or C/C++ program in ILOG) and rely on the concept of a constraints store [32] to exchange control between the underlying sequential processing mechanism (a Prolog interpreter, or a program) and the asynchronous processing implied by constraint handlers. In these systems, the constraint store is managed and manipulated by an external resolution / unification mechanism. In contrast, the AKN paradigm does not conceptually separate between operators (constraints) and other entities such as variables or links (arcs) – all of them are explicit objects and interact in an autonomous fashion. AKN does not rely on an external control / resolution mechanism for constraint and variables entailment. Instead, the scheduling and control of operators (constraints) is performed as a chain of operators activation, where the order of the activations is dependent only on the underlying network structure and the operators’ response. 

Another fundamental difference is the support of two different means of propagation. Values can be propagated by dataflow – that is, a value is immediately propagated on all its connections – or values can be searched for through the network. This behavior can be changed, either at the global level, at the level of a specific operator, or by using operators that block dataflow (as explained shortly).

9.3.1 Constraint Propagation

The operational semantics of constraint propagation is along the principles of constraint propagation as described in [17]. 

As explained earlier, links in AKN are quite complex objects which are able to propagate complex objects, including lists. Moreover, the links carry extensive operational information (logical state, functional status, direction of propagation, time stamps and more ...) which is essential to the concept of propagation as implemented in AKN. 

The CONSTRAINTS system used a full set of values for each connecting link in every operator, resulting in redundant values and a rather complex synchronisation system. Storing values only in links avoids this redundancy, and allows an operator to gain control, observe the values on its links to work out what state it is in, then put out values on one or more of its links simultaneously. 

In principle, AKN maintains inverse arc consistency – but it is worth noting that most operators (in this context – constraints) are not necessarily binary. In principle, operators are atomic – so the notion of decomposing operators into primitive binary operators (as found in conventional constraint reasoning systems [32, 33] isn’t applicable here, allowing more inferences. A PLUS operator can link to an arbitrary number of variables. In fact, many AKN operators could be considered as global operators [33, 41], without the need to resort to some special mechanisms such as demons. The advantage in efficiency is a widely accepted feature of global constraints [41, 42, 43]


In contrast with conventional constraint reasoning systems, where arc consistency (or any other type of consistency such as path, inverse path, k-consistency etc.) is ensured by an external resolution algorithm (such as AC-4, AC-7 and others ), the overall consistency is ensured by the operators themselves. The fact that all the needed propagation information is registered in the links, enables the operators to perform efficiently full arc consistency [45].

The information stored on the links allows operators to avoid redundant checks - when a link is directed towards an operator, the operator can deduce that this link is currently an input link (if the link is being used bi-directionally, a second arrow indicates the direction of the last operation, and a marker indicates whether the link has changed state since the last time the operator had control). This simple concept avoids some of the cycle detection problems that need to be remedied by label propagation [8, 46]. In general, it is possible to introduce operators with higher level of consistency, such as path consistency or k-neighborhood consistency [38], since every operator can obtain a full view of every other operator, link or variable in the network. The full visibility and the reliance on links enables operators to perform model level look-ahead operations. By default, a generic Generate and Test operator is provided, which can optionally consult a script operator (that could implement a special search heuristic) – or by default pick up the next ungrounded variable with the smallest range (domain). Different heuristics such as picking the most constrained variable, or the variable with the value with the highest probability of success, are available through the provided scripts library or implemented as a complex network structure utilizing the GROUP function.

The propagation in general is undirected. However  the propagation can be made directed by several means :

· Declarative  – the assignment ‘:=’ operator behaves as a directed constraint, that is information flows only from the RHS to the LHS of the operator.

· Modeling – Special operators such as LATCH operate as synchronized one way pipes and phase the propagation in one direction. The phasing of the operator is managed through its logical control. If information has flowed through the latch, that information is kept stable in the face of a change on its input, only a change in its control pin will trigger a propagation through its output link

· Interactively – Every link can be restricted to a one way flow by assigning it a DIODE behavior. Such a link behaves just like a diode- it propagates signals only in the diode direction.

9.3.2 Constraint types and variables types

In contrast to conventional constraint handling systems, which provide a specialized set of constraints for different types of variables and different types of constraints, AKNs provide a universal modeling environment where all types of variables and different types of operators (constraints) can interplay. 

The modeling language doesn’t distinguish between different types of constraints such as the distinction made in CLP or ECLIPSE between finite domain constraints and real / non-linear domains. When a constraint problem is modeled, the underlying constraint operators perform deductions and domain restriction operations based on the actual type of the variables they operate on.

As explained earlier, AKN are not restricted to finite domains - the representation of all numeric domains is semantically equivalent to the one that is used by Interval Arithmetic systems [36, 37, 40]. The semantics of numerical / comparison operators such as +, -, *, /, <, <=,  are similar to the ones used in conventional Interval Arithmetic. The representation of real intervals can be viewed as a superset of the representation as suggested in [13, 14, 16]. As stated above, finite domains are treated as a special case of interval domains. For finite domains, all arithmetic operators maintain  domain consistency. For real intervals, those operators maintain interval consistency and whenever the step value of the interval tuple allows, they will try to maintain domain  consistency. While propagating constraints for real interval variables, the principle of Narrowing [13, 40] is applied in what is known as box-consistency [40]. No Fix Point analysis is attempted by default. We have implemented specific operators that perform Cut and Branch until a certain condition applies, but have not found it useful in typical applications. This was quite easy to implement since every operator can detect potential loops on its connections, create a new store level and schedule itself for further processing. 

9.3.3 Constraint Ordering, Entailment and Guarded Constraints 

The concept of delayed or blocked constraint [27, 23, 24] is now commonly used in modern constraint systems such as IF-Prolog, SICSTUS and others, for the purpose of delaying the activation of constraints until certain conditions apply. A similar concept is also used in concurrent and distributed constraint systems such as OZ in the form of guards for the purpose of synchronization, and provide better control on the progressive construction of the active constraint store.

These concepts are covered in a universal and natural way by the very basic characteristic of AKN as a dynamic assembly of autonomous operators. The very basic functionality of disabling and (re)activating operators is addressed by  the mechanism of logical controls on operators, as explained above. 

AKN’s universal representation of knowledge in the form of operators, allows for statements such as :

IF A < B THEN C > D 

to be treated as interconnected logical constraints. At a first glance, this might look just like a different way to express a guarded constraint, but the main difference here is that inferences could flow both ways. That is, if C > D is found false (disentailed) then A < B is forced to be false in the true sense of propositional logic. Again, unlike conventional constraint reasoning systems, the logical state (parallel to the notion of entailment / disentailment in CLP) is determined by the ‘<’ operator itself and not by an external resolution mechanism. When the first ‘<’ operator can infer that the relation holds, its control state becomes true and the IF (implication) operator will force the logical state of the other ‘>’ operator to be true and enforce the relation / constraint C > D to be true. The same mechanism would work in the opposite direction. Therefore  ‘IF A < B THEN C > D’ is treated as a constraint on A and B, just as much as it is a constraint on C and D. 

This example highlights the difference between AKN and dedicated constraint reasoning systems. The implication in the IF...THEN statement needs to have all of the properties of sentential logic, and also must respond to its logical context,  through an additional pin on the IMP (implication operator), just as the EQUALS in A = B + C must respond to its logical context.

Another unique inference deduced by an IF-ELSE combination can be demonstrated in the following example :

IF A > B then C = 5 ELSE C=7 

if the logical context of the statement is true, this combination immediately forces the domain {5,7} on C. Similar to the above example, assigning C the value of 7 would force the relation A > B to be false.

Another implication of the ability to switch on and off the operator’s activity is the ability to control relaxations of constraints in constrained problems. 


The mechanism of label propagation is used in fuzzy constraint systems or Semiring Based constraints, for the purpose of ordering constraints according to some conceived priorities. External resolution mechanisms then use different strategies and different metrics while accounting for the weights on labels, this calculation determine the evaluation of intermediate solutions while trying to optimize a relaxed version of the original problem. This approach isn’t applicable here since there isn’t an external mechanism for scheduling constraints. Instead, the phasing of constraints in order to relax over-constrained systems, or for applying fuzzy constraints with some valuation metrics, can be achieved by manipulating the logical control of an operator, by other operators from within the network.
In addition to the above expressiveness and the fine grain in which operators / constraints can be controlled, the operators themselves can “add or remove constraints” by constructing new structures (which contain new operators / constraints) or removing them. When an operator generates a new structure, this structure is immediately operational, as explained earlier. The semantics of adding a constraint is reflected in changes to the network topology. It is important to note that when such operations are  backtracked, the added structures with their  implications are removed. 

All of the above makes it quite obvious that the functionality introduced by “ask” and “tell” [24] in concurrent constraint systems is covered in a natural and elegant way by dynamic control of operators.

9.3.4 Truth Maintenance, Tracking inferences 

Many aspects of truth maintenance are covered by the basic approach and implementation of the AKN framework. AKN dedicate a special operational status to values that are forced by the user – when the user or an external interface forces a value or a range of values on a variable, it is marked with a status of ‘User Set’ and these values are not overridable – a given range can be reduced by other operations on the network but not extended, and a singular value cannot be changed. Other values, or ranges of values that are deduced by the network are marked with a ‘Found’ status. This special tagging of variables is a feature that is specifically covered by some constraint handling systems through label propagation [8].

Another issue that is essential to Truth Maintenance is the issue of tractability.

The propagation mechanism stores all the necessary propagation information on the links. This includes the direction of propagation. If there is a path along which information flowed, then arrows are maintained in the links to represent that path. This explicit representation serves (among other things) as a means for tracking and navigating through the inference chain. 

A special graphic interface allows users to view and navigate through the network structure, the links with their directions provide a trace of the inference chain, so the user can track the propagation trail and follow all the intermediate inferences. The information on links could be compared to the practice of labeling arcs with justifications as is found in assumption-based TMS [3, 4, 47].

One of the most complicated issues of Truth Maintenance is tracking implications, more specifically - how the system responds to the removal of facts or implications. The fact that the network is fully realised and all implications are imprinted in the network structure and in information stored on links, facilitates the removal of implications in a consistent way without resorting to an external mechanism. When a current implication is removed, the information along its implication path is killed – that is, a ‘Not Yet Known’ value is transmitted along the directed path designated by the links. This will cause every operator along the path (and other operators affected by the change) to be activated so that they re-calculate their associated relation under the new signaled state. This operation is termed as ’killing’ of implications. This kind of propagation progresses just like a ‘conventional’ propagation, the network reaches a new steady state, which reflects the removal of the implication in question. 

A similar process is applied when any information in the network is changed - all information along the implication path is killed. If information flowed backwards and forwards along the path, as it may have done in the process of maintaining consistency among variables and operators, then bi-directional arrows are maintained in the path, and a change anywhere in the path will cause killing of all information pointed to by the bi-directional arrows – that is, everything is killed and then has a chance to restore previous states (for example restoring ranges on variables). 

The ‘killing’ mechanism is a unique characteristic of AKN and is essential for continually maintaining consistency and reflecting the current state of knowledge in the network. 

This process should not be confused with the mechanism of backtracking, which is employed in other situations such as a branch and bound operation: here, the change to the network is incremental, while in the process of backtracking the network is simply restored to a previous state. 

9.3.5 Backtracking 

It is worth noting that backtracking in an explicitly realised network is quite different to the operation of backtracking in conventional constraint systems, where backtracking is performed by popping the program stack. AKNs are not stack machines and don’t use volatile variables, so the mechanism of backtracking is a bit more involved.  
Here the mechanism is implemented as a chain of delta store. The user, or any operator, can initiate a new snapshot point (a “store level” in the AKN terminology), then all changes to any network component (including operators if created or removed) are registered with the delta chain store. Backtracking is performed by un-applying any change that was applied to the network, including construction / destruction of network structures. Merging of store levels allows a “hunt and peck” approach, where each small change can be made tentatively, then merged with the current store level. Store levels can be saved before undoing, allowing later switching among complex network states. Storage level can be labeled and several storage levels can be collapsed at once, achieving bulk backtracking. The underlying implementation which represents variables, operators and links as specialised forms of a generic network object, greatly assists in simplifying the implementation of the snapshot / backtrack mechanisms.

9.3.6 The modeling language 
Most constraint reasoning systems are based on traditional programming languages such as Prolog, C and C++. Some (like the CLP systems) have introduced new notation for specifying constraints, and distinguish them from ordinary language constructs.

The modeling language for AKN has the appearance of being syntactically closer to Pascal, with its Begins and Ends denoting the boundaries of logical block (logical contexts). However this appearance is deceptive, as the language is declarative rather than programmatic.  

For instance, here is an example of an analytic relation taken from a technical paper on earthquakes. Note the function on the LHS. A knowledge representation language should ideally be capable of matching the analytic language of skilled practitioners.
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This is how the above formula was defined in the modeling language :
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In a network, the location of the EQUALS is irrelevant (but its meaning should be represented faithfully).

As mentioned before, the modeling language is designed to be universal and doesn’t distinguish between different types of constraints such as the distinction made in CLP, ECLIPSE between finite domain constraints and real / non-linear domains.

It is worth mentioning that the language is open – that is, users can add their own operators, which can be either compiled into the solver, or implemented as scripts of Pascal code that are processed by an interpreter .

9.4 AKN and Fuzzy Sets

Fuzzy logic is based on the definitions of fuzzy membership functions, and a set of operations such as conjunction and disjunction (translated to minimum, maximum respectively) [30,31]. Usually the definition of the membership function is quite problematic, and at best a crude translation of fuzzy concepts to mathematic representation. 


AKN use distributions and relations operators to express the non-deterministic characteristics of variables and concepts that are represented in a model. The range of possible values that a variable can take (the variable’s domain) is then augmented with the probability distribution that the variable can take those values.

Distributions and relations are intended to be far more precise than is attempted with fuzzy membership functions

Distribution operators are constructed by reading records from an external sources such as a database, by accepting explicit definitions by the user, or by dynamically adding to their contents on each activation (they can update their statistical perception based on their own activation. A similar concept is implemented by Bayesian networks systems when they update their posteriors or priors expectations [35]).  

Relations are constructed in a similar way while recording all concurrent values that have been fed to the operator. The data stored in a relation operator contains the same information that has produced the distributions of the variables connected to the operator, hit for hit. That is, for two variables A and B, each has a distribution and a relation between them. Say A has a range of 1..90 and B has a range of 1..10. The relation contains all the concurrent values – that is, if the combination A=34, B=2 appeared 10 times, the relation will contain 10 hits for that combination. The distribution of A will contain at least 10 hits for the value A=34, and if A=34 appears only with B=2 then the distribution of A will contain exactly 10 hits at 34. The hits are normalised to produce a probability distribution (the raw data is condensed and stored). 

If now A is set to 40, what is produced at B is a distribution containing all the values of B that were recorded when A was 40. If A is set to 20..25, then the distribution at B is the sum of the distributions of B for when A was assigned values in that range. This is invertible, so if B is known, a distribution is produced at A.

Referring back  to fuzzy membership functions, we can define the concept MiddleAge as the range 35..55 and can ask now what is the probability of A being a MiddleAge person by assigning MiddleAge to A :

MiddleAge in {34..55}

A := MiddleAge

As a result, the probability variable that is associated with A will be assigned a value by the distribution operator. If B represents the number of dependants and is connected to A via a relation we would see on B the conditional distribution of the number of dependants given that A is MiddleAge person. Similarly we could define other fuzzy concepts on A like TeenAger, Young, Old etc. Logical and mathematical operators can be tagged as ‘Bayesian’, and will produce Bayesian estimates of their truth based on distribution analysis.

If, for example, A and B have distributions, the statement A < B when the “<” operator is tagged as Bayesian, will produce a probabilistic value of the statement being true, based on analysing the current ranges (domains) of the variables and their associated distributions. As an example

Tallness EQV Height < Tall

where Tall has a distribution between 1.5 and 2 meters, say, and Tallness would then have a Bayesian value ranging from False, through 0.01<->0.99, to True. If Height here has a distribution as well, fuzzy logic would seem to be left far behind.

In summary, one of the important aspects of AKN is the implementation of probabilistic knowledge and inferences in the form of operators (Distributions and Relations) and the ability to mesh them with other types of knowledge. The ability to combine in a consistent and coherent way implicit and explicit knowledge is a crucial ingredient to the ability to model knowledge in a universal way. This is made possible in AKN because the general framework does not make any assumptions on how it will be used, and instead relies on the network structure and the processing of basic and autonomous computation units (the operators) to do the work.
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The report has been abridged to restrict it to the description of the Knowledge Network technology. For full report, contact one of the project  partners.
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